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Abstract

Virtual environments are essential to AI agent
research. Existing environments for LLM
agent research typically focus on either physi-
cal task solving or social simulation, with the
former oversimplifying agent individuality and
social dynamics, and the latter lacking physical
grounding of social behaviors. We introduce
INDOORWORLD , a heterogeneous multi-agent
environment that tightly integrates physical and
social dynamics. By introducing novel chal-
lenges for LLM-driven agents in orchestrating
social dynamics to influence physical environ-
ments and anchoring social interactions within
world states, INDOORWORLD opens up possi-
bilities of LLM-based building occupant simu-
lation for architectural design. We demonstrate
the potential with a series of experiments within
an office setting to examine the impact of multi-
agent collaboration, resource competition, and
spatial layout on agent behavior.

1 Introduction

The emergence of Large Language Model (LLM)-
based agents has extended LLMs beyond tradi-
tional one-off interactions, equipping them with
long-term memory, planning capabilities, and em-
bodied actions (Yao et al., 2022; Shinn et al., 2024;
Wang et al.). Among them, multi-agent systems
leverage distinct agent roles to achieve greater
collective intelligence for problem-solving (Hong
et al., 2024; Qian et al., 2023; Tang et al., 2024) or
to enable more realistic cognitive and psychologi-
cal modeling in social simulations.

Like in traditional AI research (Maes, 1995),
virtual environments are essential for LLM-based
agents, enabling them to perceive and act. These
environments provide external sensory input and
introduce a world state, allowing agent actions to
be grounded as operators that modify the envi-
ronment. These environments serve as low-cost
testbeds that accelerate LLM-agent development,

typically falling into two categories: physical task-
solving environments and social simulation envi-
ronments.

Physical task-solving environments such as Vir-
tualHome (Puig et al., 2018) and ALFWorld (Shrid-
har et al., 2020b) enable agents to interact with ex-
ternal objects to manipulate the world state towards
specific objectives. However, these environments
often assume identical action spaces, homogeneous
agent abilities, neglecting individual differences
among agents, and the impact of social dynamics
on task solving.

On the other hand, social simulation environ-
ments, such as Smallville (Park et al., 2023), enable
social interactions between agents, such as relation-
ship building and information sharing. While these
systems effectively simulate human-like social be-
haviors driven by individual personalities and roles,
they often employ an oversimplified model of the
physical world. This leads to a lack of groundings
for agents’ actions in the change of world state,
resulting in social interactions that remain merely
“plausible” without any correspondence to an ex-
ternal physical reality. For example, an agent may
refer to non-existent physical objects in a dialog.

The gaps lead to missed opportunities to use AI
agents for applications that require tight integra-
tion of physical task-solving and social simulation.
One such application is building occupant simula-
tion for architectural design (Yan et al., 2015; Feng
et al., 2015), where occupant behaviors are driven
by both dynamic physical and social factors. To
respond to the missed opportunities, we present
INDOORWORLD , a heterogeneous multi-agent en-
vironment that tightly integrates physical and social
dynamics in an indoor space setting, introducing
novel challenges for LLM-driven agents in orches-
trating social dynamics to influence physical envi-
ronments and anchoring social interactions within
physical world states. As a multi-agent system, IN-
DOORWORLD allows for fully decentralized agent



control and collective task assignment, facilitating
self-regulated labor division, task prioritization and
coordination. INDOORWORLD provides a scalable
and expressive testbed for advancing research on
multi-agent LLM systems.

Our key contributions are as follows:

• Heterogeneous Agent Modeling: We intro-
duce a multi-level approach in which agents
vary in roles, actions, capabilities, and knowl-
edge, yielding individual differences that pro-
fessionals judged to be more realistic.

• Integrated Physical and Social Dynamics:
Our environment seamlessly combines physi-
cal object manipulation with social behaviors,
posing novel challenges and setting the stage
for developing LLM-based multi-agent sys-
tems for both task solving and social simula-
tion.

• Promising Tools for Architectural Design:
Experiments on multi-agent collaboration, re-
source competition, and layout effects demon-
strate that our platform can aid spatial opti-
misation and resource allocation, making it a
promising tool for architectural design work.

2 Related Works

Task Solving Environments for LLM-based
Agents evaluate agents’ ability to solve various
types of tasks, such as web-based tasks (Cai et al.,
2024; Chae et al., 2024), GUI tasks (Nguyen et al.,
2024; Wang and Liu, 2024), coding tasks (Hong
et al., 2024; Huang et al., 2024; Qian et al., 2023)
and household tasks (Shridhar et al., 2021, 2020a;
Zhang et al., 2024). In household task-solving envi-
ronments, agents must explore their surroundings,
sense and interpret object states, plan and execute
actions. The advantage of such environments lies
in their support for a diverse range of physical ob-
jects and extensive agent-object interactions. For
example, ALFWorld (Shridhar et al., 2021) enables
agents to interact with objects such as mugs, books,
and lamps. Multi-agent platforms like TDW-MAT
and VirtualHome (Zhang et al., 2024; Puig et al.,
2018) supports interactions with objects like pens,
beds, and apples. Similarly, MineLand (Yu et al.,
2024) and AdaSociety (Huang et al., 2025), de-
signed for wilderness survival, feature various tools
and food items. However, a common limitation
across these environments is the lack of explicit

modeling for agent heterogeneity. ALFWorld is a
single-agent environment, while TDW-MAT and
VirtualHome (Puig et al., 2018) features homoge-
neous agents with identical capabilities. Although
inventory variations in AdaSociety and MineLand
introduce some level of heterogeneity, the agents
remain fundamentally homogeneous, as they share
the same action space.

Social Simulation Environments for LLM-based
Agents enable agent-agent interactions, elevating
the importance of social dynamics. These envi-
ronments often model differences in personality,
profession, and other traits among agents (Park
et al., 2023; Wu et al.; Xu et al., 2023; Guan et al.,
2025; Li et al., 2024), as well as incorporate human
needs modeling (Wang et al., 2023, 2024). How-
ever, a major limitation of these environments is
the oversimplified modeling of the physical world,
including interaction with physical objects. For
instance, an agent may perform the action of eat-
ing, without any explicit modeling of food items
in the environment. This prevents these simulation
environments to be applied in settings where the
physical environment has impacts on agent behav-
iors, such as resource allocation and layout study.

Abstract Modeling with Text-based Environ-
ments Prior works such as TextWorld (Côté et al.,
2018) and ALFWorld (Shridhar et al., 2020b) have
explored the use of text-based environments for
abstract modeling of visual and physical dynamics.
These approaches are inspired by concepts from
inverse graphics and inverse dynamics (Kulkarni
et al., 2015; Wu et al., 2017), where high-level
representations allow agents to reason about the
environment and predict future outcomes. Build-
ing on this line of research, our work aligns with
ALFWorld (Shridhar et al., 2020b) in treating text-
based simulation as a platform for abstract model-
ing, while further extending this perspective toward
heterogeneous and socially grounded agent interac-
tions.

AI in Architectural Design has been widely
adopted, mainly to generate static 2D and 3D
artefacts, such as floorplans, interiors, and furni-
ture layouts, but these visually oriented methods
provide little insight into the dynamic occupant
activities (Li et al., 2025; Raistrick et al., 2024;
Leng et al., 2023). Moreover, traditional occupant-
simulation tools rely on rule-based or state-based
behavior transitions (Schaumann et al., 2017; Lee



Figure 1: INDOORWORLD system. (a) Agent architecture; (b) Example agent behaviors; (c) Example of heteroge-
neous agent profiles

et al., 2021; Liu et al., 2024), offering far less flex-
ibility and realism than LLMs in responding to
changing environments. Our work addresses this
gap by employing LLMs to simulate multi-agent
interactions within indoor spaces, yielding insights
into occupant behaviors that are crucial for effec-
tive spatial planning and resource management.

3 INDOORWORLD Environment

Our environment INDOORWORLD seamlessly in-
tegrates task-solving and social simulation in an
indoor space setting, offering a versatile testbed
to study the interplay between social and phys-
ical agent behavior. INDOORWORLD enables
agents with rich individual differences to collab-
orate on tasks with complex hierarchy, involving
self-regulated labor division, prioritization and co-
ordination, while satisfying physiological needs
through environmental interactions. By incor-
porating fine-grained modeling of agent internal
structure and decision-making process, INDOOR-
WORLD more accurately resembles real-world hu-
man behaviors. Tables 1, 5, and 7 summarize the
key differences between INDOORWORLD and exist-
ing platforms, highlighting its potential to advance
research in LLM-based multi-agent systems.

3.1 Environment Architecture

Framework Overview and Core Components
Virtual environments that support planning and
task solving often require managing the world
state (Srivastava et al., 2021; Shridhar et al., 2021).
Similarly, our INDOORWORLD adopts an object-
oriented approach to define state transition systems
through three key components: 1) Agents, 2) Ob-
jects, and 3) Locations.

Each agent and object is associated with state
variables, such as a numerical value for an agent’s
hunger or a Boolean indicating whether a computer
is broken. A dedicated variable tracks each en-
tity’s current location. The overall world state is
the joint valuation of all these variables. Object
affordances are defined by the set of actions that
can be performed on them, and these actions are
further constrained by the agent’s role (e.g., only
an IT admin can repair computers). When actions
are executed, the world state updates accordingly.
Objects can be marked as receptacles to store other
objects. Locations can be interconnected to allow
agent and object movement.

Agent interactions are through conversations.
INDOORWORLD supports 4 actions related to con-
versation with other agents: 1) initiating_chat;
2) stay_chat; 3) end_chat, and 4) join_chat.
We let the LLMs to generate free-form dialog con-
tent. Note that we allow any number of agents to



MA AT OI TE LS FH HN RF
ALFworld
(Shridhar et al., 2021) ✗ – ✓ ✓ ✗ ✗ ✗ ✓

Virtual-Home
(Puig et al., 2018) ✓ Ho. ✓ ✓ ✓ ✗ ✗ ✓

TDW-MAT
(Zhang et al., 2024) ✓ Ho. ✓ ✓ ✗ ✗ ✗ ✓

C-WAH
(Zhang et al., 2024) ✓ Ho. ✓ ✓ ✗ ✗ ✗ ✓

MineLand
(Yu et al., 2024) ✓ Ho. ✓ ✓ ✓ ✗ ✓ ✗

AdaSociety
(Huang et al., 2025) ✓ Ho. ✓ ✓ ✓ ✗ ✓ ✗

Smallville
(Park et al., 2023) ✓ He. Lmtd. ✗ ✓ ✗ ✗ ✓

Humanoid Agents
(Wang et al., 2023) ✓ He. Lmtd. ✗ ✓ ✗ ✓ ✓

Ours ✓ He. ✓ ✓ ✓ ✓ ✓ ✓

Table 1: Comparison of environments. MA: Multi-
Agents, AT: Agent Type, OI: Object Interaction, TE:
Task Eval, LS: Life Simulation, FH: Fine-Grained Het-
erogeneity, HN: Human Needs, RF: Real-world Fit.
"Ho." = Homogeneous, "He." = Heterogeneous, "Lmtd."
= Limited.

be in a conversation, as long as they are at the same
location. A dedicated agent state variable indicates
which conversation session the agent is currently
involved (if any). Action 2) and 3) only become
admissible actions when the agent is in a conversa-
tion, and 4) becomes admissible when there is an
ongoing conversation session at the agent’s current
location. Each agent can only be at one conversa-
tion session at a time. Conversations can be used
to share information (including task progress), dis-
cuss labor division, and coordinating actions. They
affect the agent’s subsequent actions by updating
the agent’s internal state. Note that in task-solving
scenarios, conversations are utility-driven—the
dialog content need to serve task-solving. This
aspect distinguishes our work from most existing
environments featuring agent conversations.

Sessions and Scenarios INDOORWORLD sup-
ports both task solving and simulation sessions.
In a task-solving session, a set of tasks are assigned
as the shared objective for all agents. The agents
need to collectively decide on task orders and as-
signments, as well as planning for specific action
sequences to complete each task. In simulation
sessions, no explicit objective is defined.

Both session types start with an initial world
state defined by a scenario, a JSON configura-
tion file specifying agents, objects, locations, inter-
location connections, and receptacle assignments.
(See Appendix E.1 for an example JSON file.)

To facilitate experimentation, INDOORWORLD

comes with 25 predefined object types (including 7
receptacle types) and 4 predefined agent roles, re-
sulting in a total of 38 action types. The current set
of objects and agent roles cover typical activities
in an office environment, such as booking meeting
rooms, moving desks, cleaning utensils, repairing
computers, etc. As shown in Table 7, our environ-
ment offers a broader action space compared to
many existing text-based and 2D/3D platforms.

Customization and Expansion Although IN-
DOORWORLD currently feature a limited number
of object types and agent roles, our object-oriented
approach allows easy customization of object type
and agent roles. Introducing new object types and
agent roles involves defining Python functions spec-
ifying new interactions, including preconditions
and effects, which can be easily achieved by utiliz-
ing existing class hierarchy. We provide example
code in Appendix E.2 to illustrate how to introduce
new object types, agent roles and interaction type.

3.2 Agent Architecture

Figure 1 (a) illustrates the operational framework
of our agents, highlighting their interactions with
both the environment and other agents. Our archi-
tecture integrates cognitive modules inspired by
recent research on LLM-based agents (Yao et al.,
2022; Zhang et al., 2024) and consists of five core
modules: perception, memory, planning, action,
and task prioritization.

Perception: This module processes symbolic ob-
servations from the environment, such as nearby
objects, receptacles, and other agents’ activities,
and updates the agent’s internal state accordingly.

Memory: The memory module stores agent-
specific information, long-term knowledge, and
interaction history. Inspired by the COELA model
(Zhang et al., 2024), it maintains a semantic map
and tracks task progress, while also recording
episodic events (e.g., past actions and conversa-
tions) and retaining pre-existing knowledge. It
further monitors internal states like physiological
needs and inventory status.

Planning: Using current observations and stored
memories, the planning module determines the
agent’s current objective and task to address both
task-specific and internal needs.

Action: Informed by the ReAct framework (Yao
et al., 2022), the action module integrates infor-



mation from perception, memory, and planning to
select and execute the next action. This process
involves first reasoning about the current situation
and evaluating available options before deciding
the next move1.

Task Prioritization: Our preliminary experi-
ments revealed that LLM-based agents, particu-
larly those using open-source models, struggle to
maintain focus in multi-task scenarios, frequently
switching tasks without completing them (See
Sec. 4.3). To address this, we proposed a task pri-
oritization module that encourages agents to con-
centrate on ongoing tasks. The module monitors
the objects an agent holds and their relevance to
the current task, reminding the agent of incomplete
objects. For example, as shown in Figure 1, when
agent Ryan is working on preparing coffee and is
carrying an empty cup_6, the module highlights
its incomplete status, such as the absence of coffee
or its incorrect placement. When no active task
is detected, the module reminds the agent about
all unfinished tasks, guiding the agent to select an
objective aligned with its role and skills. This ap-
proach promotes concentration on ongoing tasks
and minimizes inefficient task switching. Note
that the module does not introduce extra informa-
tion but selectively reiterates relevant parts of the
agent’s memory, such as task progress, to reinforce
task awareness.

Modeling Agent Heterogeneity INDOOR-
WORLD addresses the limited diversity found in
existing multi-agent benchmarks (Table 1 and 5)
by assigning every agent a multi-level profile. Each
profile combines a role that determines the agent’s
unique action space (e.g. only IT administrators
can repair devices) with additional attributes
such as personality, strength, skill, and knowledge.
This layered design (illustrated in Fig. 1c) supports
emergent division of labour and coordinated
behaviors while greatly increasing realism.
We model agent heterogeneity at four levels: (i)
profile level, capturing differences in personas and
role configurations; (ii) action space, where roles
have distinct actions; (e.g., only IT admins can
repair devices); (iii) capability, meaning agents
may perform the same action with different effi-
ciency or outcomes, such as janitors cleaning more
quickly or strong agents being able to move heavy

1The reasoning part is omitted in Figure 1 due to space
limitations.

objects; and (iv) knowledge, whereby agents hold
different internal information (e.g., only reception-
ists know how to book a meeting room).

To validate this design, 20 practicing architects
rated whether heterogeneity at each level increases
realism and whether it is important for understand-
ing real space use (details in Appendix B). The
consistently high realism scores (55–70 %) and sub-
stantial importance ratings (55–95 %) demonstrate
that multi-level heterogeneity is both credible and
valuable for architectural analysis, thereby support-
ing the soundness of our design choices.

Modeling Human Needs In INDOORWORLD ,
agents are associated with physiological and social
needs, such as hunger, thirst, and social interaction,
that resemble actual building occupants (Figure 1).
They are tracked with numerical state values that
gradually decline over time, prompting agents to
perform restorative actions like eating, drinking, so-
cializing, or using the restroom. This explicit mod-
eling fosters more natural and realistic behaviors
as agents balance personal upkeep with assigned
tasks.

4 Experiments

4.1 A Collaborative Task Solving Benchmark

To demonstrate how INDOORWORLD supports task
solving with social interactions, we design a bench-
mark for collaborative task solving in an office
setting. The benchmark consists of an overarching
task: preparing for a company event, composed of
five major subtasks, each involving common office
activities such as transporting items, cleaning uten-
sils, repairing equipment, booking meeting spaces,
and preparing food and beverages. These subtasks
can be broken down into smaller steps that require
coordination among agents. Unlike many existing
environments where agents execute a single task
in isolation (Shridhar et al., 2021), in our setting,
all agents simultaneously receive the complete task
structure, but must autonomously determine how
to divide responsibilities, prioritize actions, and co-
ordinate efforts in a decentralized manner. This
introduces additional challenges related to task pri-
oritization, division of labor, communication, and
coordination strategies. Each scenario runs for one
hour of simulation time, during which agents must
collaboratively complete as much of the task as
possible. The scenarios feature 9 locations, 67 ob-
jects across 16 types (including 15 receptacles of 7



types), and 6 agents: four janitors, one IT adminis-
trator, and one receptionist. Details of each subtask
and its decomposition can be found in Appendix A.

4.2 Social Simulation Experiments
Like Smallville (Park et al., 2023), our environ-
ment supports autonomous social simulation where
agents generate their own objectives based on phys-
iological/social needs, personality, and roles, driv-
ing interactions with both the environment and
other agents.

As INDOORWORLD simulates both social and
physical interactions, one potential real-world ap-
plication is to evaluate how well a physical environ-
ment can facilitate the activities of its occupants.
We demonstrate this application with two experi-
ments, focusing on resource management and spa-
tial layout design, respectively.

Resource Management experiment showcases
how we can use INDOORWORLD to evaluate re-
source allocation in an environment. The scenario
involves agents residing in a space with limited
resource. We examine how agents compete for and
utilize resources under different conditions.

We ran 3 sets of simulations, with 2, 4, and 8
thirsty agents. Each set consist of three settings
involving agents all preferring water, all preferring
coffee, and no preference, and for each setting we
ran simulation with different availability of bever-
ages (one water dispenser/coffee machine vs. two
water dispensers/coffee machines).

At the beginning of the simulation, agents ex-
perience thirst and autonomously decide whether
to drink water or coffee based on their physiolog-
ical needs and personal preferences. We analyze
their resource selection behavior and measure the
time required for all agents to fulfill their hydration
needs 2. This allows us to assess how different
resource configurations influence competition and
overall efficiency in meeting agent needs.

Spatial Layout experiment showcases how we
can use INDOORWORLD to evaluate building lay-
out designs. We ran simulations in two scenarios
involving two office layout designs (see Figure 2),
each lasting for an 8-hour simulation period. Both
Design 1 and Design 2 contain the same 11 func-
tional areas to host five agents: one IT administra-
tor, one janitor, two software engineers, and one re-
ceptionist. Each agent has a designated workspace,

2Unless otherwise specified, all time measurements in this
paper refer to in-simulation time.

such as the front desk for the receptionist and the
IT office for the IT administrator.

Figure 2: Spatial layout of design 1 and design 2
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Furthermore, the pantry contains a coffee ma-
chine, a water dispenser, food, drinks, cups, and
utensils, but with limited resources. The cafeteria,
in contrast, is assumed to have no resource con-
straints, allowing agents to replenish food, drinks,
and energy freely. However, activities in the cafete-
ria takes more time compared to the pantry. Addi-
tionally, the environment includes male and female
restrooms.

In both Design 1 and Design 2, all areas share
the same configurations, including resource avail-
ability and the activities they support. The only
difference between the two designs lies in the rela-
tive positioning of these areas.

Since this experiment does not involve specific
task execution, the task prioritization and task
progress modules have been removed.

4.3 Results and Analysis
In the collaborative task solving experiment, we
evaluated three different LLMs, including the open-
source Llama 3.3 70B Instruct, Gemma 3 27B
and the proprietary GPT-4o-08-06. For the social
simulation experiments, the resource management
experiment used GPT-4o-08-06, while the spatial
layout experiment used GPT-4o-mini-0718. The
temperature for all experiments was set to 0.6.

Collaborative Task Solving Quantitative results
are shown in Table 2. We report instance-level (IS)
task completion rate (percentages of objects that
are at the desired state) and attribute-level (AS) task



Table 2: Results of collaborative task solving with mean and standard deviation (reported as superscript in small font).
T1–T5 represent the five designed tasks. Reported values are IS (Instance-level Success) rate / AS (Attribute-level
Success) rate. FM = Full Model, RA = Random Agents.

T1 T2 T3 T4 T5 AVG
(IS/AS) (IS/AS) (IS/AS) (IS/AS) (IS/AS) (IS/AS)

RA 8.3±14.4 / 38.9±9.6 0.0±0.0 / 30.6±2.8 0.0±0.0 / 30.0±17.3 0.0±0.0 / 0.0±0.0 0.0±0.0 / 11.1±1.9 1.2±2.0 / 23.1±3.0

Llama 3.3 70B Instruct

FM (w/o S&T+TP) 83.3±28.9 / 88.9±19.2 38.9±21.0 / 61.1±12.7 0.0±0.0 / 53.3±11.5 100.0±0.0 / 100.0±0.0 0.0±0.0 / 27.8±5.1 31.0±9.1 / 51.8±4.7

FM (w/o TP) 91.7±14.4 / 94.4±9.6 36.1±31.5 / 59.3±22.6 0.0±0.0 / 53.3±11.5 100.0±0.0 / 100.0±0.0 0.0±0.0 / 41.1±9.6 31.0±11.9 / 56.1±11.9

FM 100.0±0.0 / 100.0±0.0 58.3±0.0 / 72.2±0.0 33.3±57.7 / 73.3±23.1 100.0±0.0 / 100.0±0.0 33.3±7.2 / 51.1±11.7 55.2±9.1 / 67.8±4.8

Gemma 3 27B

FM (w/o S&T+TP) 75.0±25.0 / 83.3±16.7 11.1±4.8 / 45.4±3.2 33.3±57.7 / 73.3±23.1 100.0±0.0 / 100.0±0.0 12.5±21.7 / 40.0±29.1 26.4±10.5 / 51.4±9.0

FM (w/o TP) 50.0±25.0 / 66.7±16.7 50.0±50.0 / 70.4±28.0 0.0±0.0 / 60.0±0.0 33.3±57.7 / 33.3±57.7 0.0±0.0 / 30.0±12.0 28.7±24.2 / 53.3±17.1

FM 83.3±14.4 / 88.9±9.6 72.2±12.7 / 81.5±8.5 25.0±43.3 / 70.0±17.3 66.7±57.7 / 66.7±57.7 45.8±38.2 / 65.6±26.9 59.8±12.1 / 74.5±10.7

GPT-4o

FM (w/o S&T+TP) 75.0±25.0 / 83.3±16.7 52.8±50.2 / 77.8±21.0 0.0±0.0 / 50.0±17.3 66.7±57.7 / 66.7±57.7 33.3±28.9 / 58.9±19.5 43.7±29.3 / 67.8±14.2

FM (w/o TP) 91.7±14.4 / 94.4±9.6 77.8±19.2 / 85.2±12.8 66.7±57.7 / 86.7±23.1 100.0±0.0 / 100.0±0.0 62.5±21.7 / 76.7±14.5 74.7±5.3 / 83.5±6.2

FM 100.0±0.0 / 100.0±0.0 61.1±4.8 / 74.1±3.2 100.0±0.0 / 100.0±0.0 100.0±0.0 / 100.0±0.0 83.3±14.4 / 87.8±10.7 79.3±3.5 / 84.7±3.5

Table 3: Facility Resource Stress Testing. The second
row (1/1, 2/2) indicates the number of water dispensers
and coffee machines. The left column (2, 4, 8) repre-
sents the number of agents. Each cell (X/Y/Z) shows
the number of agents who drank water (X) and coffee
(Y), and the total time (Z) for all agents to hydrate.

All Like Water All Like Coffee No Preference

1/1 2/2 1/1 2/2 1/1 2/2

2 2/0/4 2/0/3 0/2/4 0/2/3 2/0/4 2/0/3
4 4/0/6 4/0/4 0/4/6 1/3/4 4/0/6 4/0/5
8 8/0/10 8/0/7 0/8/10 0/8/7 8/0/12 8/0/7

completion rate (percentages of object state vari-
ables that are at the desired value). Removing task
prioritization (TP) led to performance degradation
across all models, with the most significant drop ob-
served in Llama 3.3 and Gemma 3. This suggests
that these models struggle with maintaining focus
in multi-task scenarios and benefit substantially
from explicit prioritization to reduce inefficient
task switching. Further removing the semantic map
and task progress tracking (S&T) led to additional
performance degradation. GPT-4o exhibited a sub-
stantial drop in performance, indicating that it can
effectively leverage the additional structured infor-
mation for task planning and execution. In contrast,
the removal of S&T had a more limited impact on
Llama 3.3 and Gemma 3, likely due to their weaker
information utilization capabilities. These models
may struggle to extract key insights from the com-
plex semantic map and task progress data, making
it difficult for them to identify and prioritize the
most relevant information. This observation sug-
gests that while structured task representations are
beneficial, their effectiveness is contingent on the
model’s ability to process and utilize the provided

information efficiently. In addition, our results re-
port standard deviations across three independent
runs, which consistently show that the Full Model
not only achieves the highest mean performance
but also exhibits lower variability. This reduced
variance further highlights the robustness of our
complete framework with both S&T and TP com-
ponents.

In the experiments, we observe various collab-
orative behaviors among the agents. The collabo-
ration and labor division reflects individual differ-
ences across agents. For example, Irene (IT Admin)
asked Jenny (Janitor) for help moving a podium
beyond her strength. (Figure 1 (b)). Collaboration
does not only involve physical interaction, but also
information sharing via communication. In a dif-
ferent session, Jeff is trying to reserve a meeting
room, for which a password is needed. Initially,
only the receptionists have knowledge about the
password. Jeff first attempted a random password
(hallucinated by LLMs). After failing, he asked the
receptionist Ryan for the password, and success-
fully booked the meeting room (Figure 1 (b)).

We observe that without task prioritization mod-
ule, agents tend to switch back and forth between
different tasks. For example, Jake is in the kitchen
with an uncleaned fork_3 in his inventory. As a
janitor, Jake should clean them as part of Task 2.
However, he suddenly remembers that chair_4
needs to be moved to the open area 1 for Task 1,
so he dropped fork_3 to pick up chair_4. But af-
terwards he recalls the former task again and picks
fork_3 again. The behavior repeated and resulted
in Jake not achieving any goals.

Admittedly, even for models with a high com-
pletion rate, tasks may not always be completed in



the most efficient way. For example, a receptionist
may choose to clean the dishes themselves instead
of asking for help from the janitor, who can clean
dishes much faster. Lack of global coordination
also sometimes leads to duplicated task comple-
tion by agents in different locations. For instance,
Irene was unaware that her colleagues had already
prepared enough tea in the open area 1, so she con-
tinued preparing tea in the kitchen and attempted to
carry it over. Optimizing collective task completion
efficiency remains a challenge.
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Figure 3: Agent Presence Across Locations.
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Figure 5: Agent Well-being Metrics.

Resource Management Results are shown in
Table 3. We observed that increasing the num-
ber of agents led to longer hydration times due to
increased competition and queuing for resources.
However, when the number of available water dis-
pensers and coffee machines was increased, agents
were able to hydrate more quickly, demonstrating
that more resources can alleviate competition and
improve efficiency.

We also found that agent preferences signifi-
cantly influenced their resource selection. When
all agents preferred water, they consistently chose
the water dispenser, even when a coffee machine
was available. Similarly, when all agents preferred
coffee, they almost exclusively used the coffee
machine, ignoring the water dispenser. In the no-
preference scenario, all agents opted for the water
dispenser. This may suggest that in the absence of
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Figure 6: Suboptimal State Distribution.

a strong preference, LLM-based agents default to
an prior knowledge that biased towards water as the
primary hydration method. This may also explain
why, even when all agents preferred coffee, a small
number of them still chose the water dispenser.

As can be seen, simulation in INDOORWORLD

can effectively reflect the impact of different re-
source allocation strategies, making it potentially
a useful tool to aid real-world decision making on
resource allocation.

Spatial Layout Results illustrates the impact of
different spatial layouts on agent behavior, focus-
ing on location usage, activity time allocation, and
overall well-being. The results indicate that spatial
design significantly influences resource accessibil-
ity, social interactions, and agent efficiency and
well-being.

As shown in Figure 3, Design 1 maintained a
more balanced distribution of agents across loca-
tions, while Design 2 saw a higher concentration
in resource-rich areas, such as the pantry, leading
to reduced workspace utilization, particularly for
Desk Area 2, which is positioned in the farthest
corner. This suggests that inefficient resource dis-
tribution may cause agents to move away from their
designated workspaces, opting instead to work or
engage in activities elsewhere.

Figure 4 illustrates that agents in Design 2 spent
more time moving and less time on role-related
work due to longer distances from their workspace
to resource-rich areas. Social interaction time was
also higher, while time spent addressing physiolog-
ical needs was lower. According to the simulation
log, in Design 2, agents spent a significant portion
of their time in the pantry engaging in conversa-
tions. As a result, despite their prolonged stay in
the pantry, the time spent on physiological needs-
related activities remained relatively low.

Figure 5 and Figure 6 further show that agents
in Design 2 spent less time in an optimal state and
more time experiencing unmet needs, particularly
hunger and fatigue. This can be attributed to the
limited resources available in the pantry, such as
only two pieces of bread, two apples and a few
clean cups, which were quickly consumed.



Implications for Architectural Design To evalu-
ate how INDOORWORLD can support professional
practice, we surveyed 9 architects and summarized
their feedback in Table 6. The results indicate
that our features (human need modelling, resource
management, and spatial layout experiments) align
closely with the considerations architects make dur-
ing design, and the spatial layout experiments were
rated as especially helpful for understanding occu-
pant behavior. Results of the survey and discus-
sions are provided in Appendix C.

5 Conclusion

This study introduces INDOORWORLD , a multi-
agent simulation environment that integrates fine-
grained heterogeneous agent modeling with phys-
ical interactions. INDOORWORLD enables agents
with varied abilities to coordinate roles, satisfy
physiological needs, and interact with a rich array
of objects within realistic settings.

We evaluate three LLMs in collaborative task
solving using a benchmark of common office tasks
that involve both social and physical interactions,
highlighting the effectiveness of task prioritization.
Our simulation experiments on resource manage-
ment and spatial layouts demonstrate the potential
real-world applications of INDOORWORLD in ar-
chitectural design.

Limitations

Impact of Experimental Variability on Conclu-
sions Due to the inherent randomness of LLMs,
LLM-based agents may make different decisions
even when facing identical scenarios. Further-
more, since our environment involves multiple
agents making sequential decisions across multiple
rounds, and their choices influence one another, the
results may vary even when using the same exper-
imental settings and LLM model. In our experi-
ments, we observed that fluctuations in results were
often associated with the following phenomena: (a)
Agents engaging in prolonged conversations with-
out progressing on task completion. (b) Agents
performing incorrect actions after making substan-
tial progress, leading to task failure. For instance,
in one run of the GPT-4o Full model without S&T
and TP (see Table 2), an agent unexpectedly moved
a table, already placed in the open area 1, back to
the kitchen. As a result, both the table and the clean
utensils on it were relocated to an incorrect posi-
tion, significantly lowering the overall task success

rate.

To mitigate the impact of experimental variabil-
ity on the reliability of conclusions, we conducted
three independent runs for each task-solving ex-
periment. Additionally, we commit to publicly
releasing our code after acceptance to enable fur-
ther reproducibility and facilitate research on LLM-
based agents’ behavior, reasoning capabilities, and
collaborative problem-solving.

Scalability, Customization, and Future Improve-
ments Although we have designed our environ-
ment to be easily scalable and customizable, the at-
tributes of objects and the interaction mechanisms
between objects and agents currently rely on user-
defined configurations. This customization process
is subject to user preferences and research objec-
tives. In the future, we plan to follow the approach
outlined in (Srivastava et al., 2021) by leveraging
WordNet (Miller) to automatically generate object
attributes and interaction methods. This will enable
the rapid expansion of the environment’s object
library while allowing users to further tailor inter-
actions through direct modifications in the Python
code.

Our current environment adopts a text-based
game engine where all physical and visual inter-
actions are abstracted. Moving forward, we aim
to extend our framework to support 3D assets and
physical simulation engines, enhancing the realism
of agent-environment interactions. This expansion
will allow researchers to flexibly utilize our environ-
ment in both abstract and more concrete settings,
depending on their experimental needs.

Current State of LLM-based Agents The prac-
tical utility of INDOORWORLD is currently con-
strained by the capabilities and costs of large lan-
guage models. In our survey, architects acknowl-
edged that they could obtain valuable insights from
the interactions of LLM agents with the environ-
ment in INDOORWORLD , but these agents still
fall short in approximating real human behavior.
In addition, their deployment remains relatively
expensive for large-scale, long-duration studies.
Nevertheless, we are optimistic that as LLMs con-
tinue to improve, their behavioral outputs will be-
come increasingly human-like, and that reductions
in model costs will further enhance their usability,
thereby strengthening the realism and applicability
of our proposed framework.



Testing of Reasoning Models Due to time and
computational constraints, we did not test rea-
soning models such as GPT-O1 or Deepseek
R1 (DeepSeek-AI et al., 2025) in our experiments.
Consequently, some unsolved cases in our study
may be successfully addressed by more advanced
reasoning models, potentially leading to agent
behaviors that better resemble human decision-
making.
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A Task Coordination Details

In Table 4, we list the specific task descriptions
used in our collaborative task-solving experiment.
During the experiment, all five tasks were simulta-
neously input into the memory of all agents. Due
to agent heterogeneity, certain task components
require specific agents to complete or can be com-
pleted more efficiently by particular agents. There-
fore, agents must determine which part of the task
they should be responsible for and then take action
simultaneously.

Hierarchically, the highest-level task is preparing
the company event, under which the five tasks listed
in 12 serve as sub-tasks. Each task description
further contains low-level tasks, such as the task
Prepare Enough Tables and Chairs in the Event
Area, which includes sub-tasks like Move 2 tables
and 2 chairs to the open area 1 from other locations.
These sub-tasks, in turn, may require multiple steps
to complete.

This multi-level hierarchical task structure evalu-
ates not only the agents’ planning abilities but also
their collaboration and communication skills.

B Architect Survey on Multi–level
Heterogeneity

Table 5 compares the modeling of fine-grained het-
erogeneity types across four heterogeneous multi-
agent environments. Our approach is the only one
that comprehensively supports all four types of het-
erogeneity: profile, action, capability, and knowl-
edge. To validate the necessity of modeling these
levels of heterogeneity, we conducted a survey with
20 architects, asking for their views on the real-
ism, importance, and consideration of heterogene-
ity modeling.

Participants and Survey Design Twenty prac-
ticing architects with at least 3 years’ experi-
ence were recruited through the external platform
UserTesting.com. Compensation levels were set
in accordance with internal company guidelines,
and in all cases participants were remunerated
above the minimum wage in their regions. Each
participant signed a consent form that explained
the study purpose and data use and before complet-
ing an online questionnaire. For each of the four
heterogeneity levels introduced in Section 3.2, re-
spondents (i) compared two design options, A: fully
homogeneous occupants, and B: heterogeneous oc-
cupants, and indicated which looked more realistic;

(ii) evaluated how important the heterogeneity was
for understanding real space use (5-point Likert
scale); (iii) reported whether they normally con-
sider that difference in their own design work, and,
if not, why. This study was reviewed by and re-
ceived approval through Autodesk’s internal ethics
review process.

Results Overview Figure 7 shows that hetero-
geneity was judged more realistic by 55–70 % of
architects depending on the level, with the highest
endorsement for profile, action and capability het-
erogeneity. Importance ratings (Fig. 8) follow a
similar trend: 55–95 % of respondents marked the
heterogeneity as “important” or “very important”.
Figure 9 shows that most architects already incor-
porate heterogeneity consideration in their own
workflow: all 20 architects consider profile-level
differences, and large majorities do so for action
(90 %), capability (60 %), and knowledge (65 %)
heterogeneity. This strong uptake suggests that het-
erogeneous agent modeling is both familiar and
valued in practice, particularly at the profile and
action levels. However, some architects still do
not consider these differences in their design work,
citing various reasons. Fig. 10 presents the further
analysis of these reasons. For action-level hetero-
geneity, the two architects who do not consider
it pointed to external factors: one mentioned that
clients or stakeholders did not require this level of
detail, while the other cited having to focus on more
important constraints. At the capability level, the
reasons were more diverse. While 25 % of those
who opted out mentioned stakeholder requirements,
another 25 % indicated that this type of variation
is usually ignored in current design workflows. An
additional 25 % referenced focusing on more press-
ing design aspects, while the remaining 25 % were
divided between not being aware this kind of mod-
eling was possible and lacking the tools or data
to support it. At the knowledge level, the primary
reason for non-consideration was a perceived lack
of importance. Other respondents mentioned stake-
holder scope (29 %), and a smaller portion cited
workflow limitations or practical constraints.

Implications This architect survey indicates that
our multi-level heterogeneity yields more realistic
simulations than existing environments and aligns
more closely with the factors architects consider
during design. This feature not only justifies the
design choices behind INDOORWORLD , but also
strengthens its potential as a supportive tool for

UserTesting.com


Table 4: Task Descriptions

Task Number Task Name Description
1 Prepare Enough Tables and Chairs in the

Event Area
Move 2 tables and 2 chairs to the open
area 1 from other locations.

2 Prepare Clean Utensils for the Event Transport 4 clean plates, 4 clean knives,
and 4 clean forks from other locations to
the open area 1 and place them on the
tables.

3 Check and Repair Broken Computer, Pro-
jector, and Microphone

Move a podium to the open area 1 if there
is no podium there. Bring one computer,
one projector, and one microphone to
the open area 1 and place them on the
podium. Ensure they are in working con-
dition.

4 Book a Meeting Room for the Event Use the touch screen in the open area
1 or a computer to remotely reserve the
open area 1. Ensure the meeting room is
booked with the following details: Event
Name: Lunch and Listen; Start time:
2024-09-02T12:00:00; End time: 2024-
09-02T13:00:00.

5 Prepare Coffee, Tea, and Lunch for the
Event

Take clean cups and use them to prepare
3 cups of coffee and 3 cups of tea and
place them on the tables in the open area
1. Bring 2 meals to the open area 1 and
place them on the tables in the open area
1. Ensure that meals are heated.

architectural practice.

C Architect Survey on Design Problem
Relevance and Tool Usefulness

Participants and Survey Design Nine practic-
ing architects (3–15 years of experience) were re-
cruited through Autodesk’s internal employee mail-
ing lists and snowball sampling to rate ten state-
ments on a five-point Likert scale (1 = Strongly
Disagree, 2 = Disagree, 3 = Neutral, 4 = Agree, 5
= Strongly Agree). Participants were compensated
with $35 USD for their participation. Each partici-
pant provided informed consent through a form that
explained the study purpose and data use before
completing an online questionnaire. This study
was reviewed and approved through Autodesk’s
internal ethics review process.

The questionnaire comprised two blocks:

1. Relevance of Design Problems (q1–q4): This
section assessed the perceived importance of
key design issues, including resource alloca-

tion, spatial layout, human-need considera-
tions, and waiting-time analysis, in everyday
architectural practice.

2. Usefulness of INDOORWORLD (q5–q10):
This section evaluated whether the proposed
simulation tool supports architects in under-
standing and addressing these design prob-
lems, as well as improving their design deci-
sions.

Questions and average scores are summarized in
Table 6.

Key Findings The survey results indicate strong
recognition of the relevance of the design prob-
lems addressed. All four items in the first block
received high average ratings (M = 3.8–4.7). No-
tably, the importance of spatial layout (q2, M =
4.7) was overwhelmingly endorsed, reflecting its
critical role in influencing occupant behavior and
well-being. Similarly, the significance of analyzing
waiting times or competition for shared resources
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Figure 7: Realism comparison (Homo.=homogeneity, Hetero.=heterogeneity). A majority consider heterogeneity
more realistic than homogeneity at every level.

Environment Profile Action Capability Knowledge

D2A (Wang et al., 2024) ✓ ✗ ✗ –
Humanoid Agents (Wang et al., 2023) ✓ ✗ ✗ –
Smallville (Park et al., 2023) ✓ ✗ ✗ ✓
Ours ✓ ✓ ✓ ✓

Table 5: Comparison of fine-grained heterogeneity types across heterogeneous multi-agent environments. “Yes”
indicates support for a type, “–” means not mentioned.

(q4, M = 4.0) was highlighted, affirming the rele-
vance of this problem to practical design.

For tool usefulness, respondents generally ex-
pressed positive views regarding the benefits of
INDOORWORLD. The simulation was appreciated
for its ability to reveal layout impacts (q6, M = 4.0),
support design refinement processes (q7, M = 3.9),
and spark interest for direct use in design projects
(q9, M = 4.1). Its potential to bridge the gap be-
tween architectural design and user behavior was
also well-received (q10, M = 4.2). These responses
suggest that architects see INDOORWORLD as a
promising tool for enhancing their design work-
flows, offering insights that can inform spatial plan-
ning and resource management.

However, two items received only neutral-to-
slightly-positive ratings: actionable insights from
resource-competition simulation (q5, M = 3.1) and
the realism of observed agent behavior (q8, M =
3.0). These lower scores reflect a current gap be-
tween the simulation’s fidelity and user expecta-
tions. Respondents generally acknowledged the

concept of resource competition but found "hydra-
tion competition" less realistic compared to com-
petition for meeting spaces or other workspace re-
sources, which were viewed as more contextually
relevant. One architect expressed concerns that
the current game-like interface of INDOORWORLD,
where agents continuously move around and inter-
act with each other, might deter some architects.
They suggested that the simulation could be ex-
ecuted in the background, with results presented
as concise, actionable recommendations for spa-
tial planning, minimizing unnecessary visual com-
plexity. Despite these reservations, respondents
recognized that the simulation provides useful in-
sights and proposed several enhancements. These
included introducing more diverse agent profiles
with varying needs and preferences to better as-
sess universal design principles and accessibility,
as well as enabling the visualization of agent move-
ment flows to enhance spatial analysis.

Implications Overall, the survey confirms that
our modeling choices address key design chal-
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Figure 8: Importance ratings for understanding real space use (5-point scale). Most participants rate heterogeneity
as “important” or “very important” at each level.

ID Question Avg

Relevance of Design Problems
q1 Resource allocation is a critical factor in office space planning. 3.8
q2 Spatial layout significantly affects occupant behavior and well-being. 4.7
q3 I consider human needs when designing building layouts. 3.8
q4 Evaluating waiting time or competition for shared resources is useful for improving space efficiency. 4.0

Usefulness of INDOORWORLD
q5 The simulation of resource competition provides actionable insights for real-world resource placement. 3.1
q6 The spatial layout experiment helps reveal how different designs impact occupant behavior and efficiency. 4.0
q7 I can imagine using such simulations to evaluate and refine my own design decisions. 3.9
q8 The observed agent behavior reflects realistic office usage patterns. 3.0
q9 I would be interested in trying out this simulation tool with my own design layouts. 4.1
q10 I believe simulation tools like this can bridge the gap between architectural design and human behavioral modeling. 4.2

Table 6: Average Likert ratings (1 = Strongly Disagree, 2 = Disagree, 3 = Neutral, 4 = Agree, 5 = Strongly Agree)
provided by nine practicing architects, summarizing perceived relevance of key design problems and the usefulness
of the proposed INDOORWORLD simulation tool.

lenges that architects recognize as important. The
high scores for spatial layout and resource com-
petition demonstrate that the simulated scenarios
align well with real-world concerns. The positive
feedback on tool usefulness suggests that INDOOR-
WORLD is perceived as a valuable support tool for
architectural design, providing insights that can in-
form spatial planning, resource management, and
design optimization.

Moreover, the relatively lower scores on agent
behavior realism and the actionability of insights
indicate areas for improvement. These results high-
light a common challenge for many simulation
tools: accurately capturing the complexity of hu-
man behavior while ensuring that the generated
insights are directly applicable to design decisions.

Currently, LLM-based agents are at an early stage
of development, with simplified behaviors and lim-
ited contextual awareness. We anticipate that ongo-
ing advancements in LLM capabilities will enhance
agent realism, enabling more nuanced interactions
and generating insights that align more closely with
real-world user expectations.

D Action-space comparison

Table 7 summarizes the size of the action space
supported by several widely used task-oriented sim-
ulation environments. Most benchmarks provide
fewer than 20 primitive actions: VirtualHome of-
fers 18, ALFWorld 9, and the TDW variants be-
tween 7 and 12. Our environment markedly ex-
pands this spectrum to 38 distinct actions, more
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Figure 9: Whether architects typically consider each heterogeneity type in their own work.

#Actions
Virtual-Home (Puig et al., 2018) 18
ALFWorld (Shridhar et al., 2021) 9
TDW-MAT (Zhang et al., 2024) 7
C-WAH (Zhang et al., 2024) 8
ALFRED (Shridhar et al., 2020a) 13
TDW (Gan et al., 2021) 12
AdaSociety (Huang et al., 2025) 12
Ours 38

Table 7: Comparison of the number of actions supported
by different environments.

than twice that of any prior system listed. The
richer verb set enables agents to engage in a
broader range of household manipulations (e.g.,
brewCoffee, repairDevice, heatFood), which
in turn supports more realistic task decompositions,
greater behavioral diversity, and nuanced capability
differences.

Importantly, the set of 38 actions was designed
based on two principles: (1) Common human ac-
tions shared across roles, such as go_to, take,
and put, ensuring coverage of generic physical
interactions. We also incorporated basic need-
related actions such as eating, drinking, and re-
stroom use, which are absent in ALFWorld (Shrid-
har et al., 2020b) but are critical for simulat-
ing realistic human behavior. (2) Role-specific
actions tailored to each agent type, such as
repair_electronic_device for IT admins or
software_development for software engineers,
reflecting distinct occupational responsibilities and
supporting our environment’s heterogeneity. As

further described in Appendix E.2, the action space
can be easily extended with new roles and actions,
allowing researchers to customize it according to
their needs. This flexibility is important for giving
researchers greater control over scenario design.

E Resources

We release the INDOORWORLD environment under
an MIT license, comprising the codebase, configu-
ration files, experimental setups, and detailed docu-
mentation covering installation and usage. These
resources are intended to facilitate reproduction
of our experiments and enable further extensions
by the research community. Interested parties can
request access by contacting the first author.

E.1 Environment Initialization via JSON

Our environment is defined using a JSON configu-
ration file, which specifies key components such as
agents, locations, inter-location connections, recep-
tacles within locations, and objects. This structured
definition allows for flexible customization of the
simulation environment.

Our code automatically initializes the environ-
ment based on the JSON file, creating correspond-
ing instances of Location, Receptacle, Object,
and Agent classes. Each element in the JSON file
is mapped to its respective class, ensuring that all
objects and agents are correctly instantiated with
their predefined attributes and relationships.

An example of this JSON configuration is shown
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Figure 10: Reasons given by those who answered “No” in Fig. 9.

in Figure 11, where locations, objects, receptacles,
and agents are defined. This JSON-based approach
enables researchers to easily modify and extend the
environment without changing the core simulation
code, making it a highly adaptable framework for
various research scenarios.

E.2 Extending Agent-Object Interactions

Figures 12, 13, and 14 provide three example
classes that illustrate how researchers can extend
the environment by adding new object types and
by defining interactions between agents and those
objects.

For example, if a researcher wants to intro-
duce a new class, such as Computer, they first
need to specify what actions agents can per-
form on it, such as turn_on. This is done
by defining interaction methods like power_on()
within the Computer class. The new class
should inherit from BaseObject and implement
get_admissible_actions(), which determines
when and how agents can interact with the ob-
ject. For instance, if the computer is in an acces-
sible state, it can return a command like turn_on
{self.name}.

On the agent side, new interaction methods must
be defined accordingly. For instance, the Agent
class should implement a turn_on() method
that handles the interaction logic for powering
on a Computer. Additionally, in the act()
function, a new command mapping should be
added, linking the turn_on command to the

turn_on() method. This way, when the agent’s
get_admissible_actions() method runs, it will
include the new turn_on action if the object is in
the same location as the agent and is not placed in-
side a closed receptacle. The agent can then decide
whether to execute this action, effectively enabling
interaction with the newly introduced Computer
object.

The ITAdmin class further demonstrates how
to define role-specific actions. This is done by
first adding "repair_computer" to the skills
dictionary. Then, a new method, such as
repair_electronic_device(), is defined, and
the act() function maps the "repair_computer"
command to this method. This allows the ITAdmin
role to perform repair actions that are unavailable
to other agents.

Note: These examples have been simplified for
clarity and may not exactly match the original
source code. Researchers should refer to the ac-
tual implementation details to fully integrate new
objects and interactions into the environment.



{
"locations": ["kitchen", "meeting_room1"],
"location_distances": {

"kitchen": {"meeting_room1": 1},
"meeting_room1": {"kitchen": 1}

},
"receptacles": [

{"name": "Sinkbasin1", "location": "kitchen", "rtype": "Sinkbasin",
"weight_kg": 15, "state": {"fixed": true , "closable": false , "is_open": true ,
"is_clean": true , "temperature": 20, "is_working": true }},

{"name": "Cabinet1", "location": "kitchen", "rtype": "Cabinet",
"weight_kg": 30, "state": {"fixed": true , "closable": true , "is_open": false ,
"is_clean": true , "temperature": 20, "is_working": true }}

],
"objects": [

{"name": "touchscreen_1", "otype": "TouchScreen", "location": "meeting_room1",
"weight_kg": 3, "state": {"is_turned_on": true , "is_working": true , "is_clean":

true ,
"temperature": 20}},

{"name": "cup_1", "otype": "Cup", "location": "kitchen", "receptacle": "
Countertop1",

"weight_kg": 0.3, "state": {"is_clean": false , "temperature": 20}}
],
"agents": [

{
"name": "ryan",
"gender": "male",
"role": "receptionist",
"location": "meeting_room1",

"fullness": 100,
"hydration": 100,
"energy": 100,
"social_fulfillment": 100,

"strength_kg": 65,
"internal_profile": "Ryan is a professional and welcoming receptionist.

Known for his friendly personality and exceptional communication skills ...."
,

"appearance": "Ryan is a receptionist who is tall and well -built, with ..."
},
{

"name": "irene",
"gender": "female",
"role": "IT_admin",
"location": "kitchen",

"fullness": 100,
"hydration": 100,
"energy": 100,
"social_fulfillment": 100,

"strength_kg": 30,
"internal_profile": "Irene is an organized and skilled IT administrator.

She is quick to troubleshoot and efficiently repair a wide range of ...",
"appearance": "Irene has a petite, tidy appearance with a focused expression.

She is usually dressed casually but professionally, with an attentive ..."
}

]
}

Figure 11: Excerpt from the JSON configuration file defining locations, agents, objects, and receptacles in the
environment.



1 class Computer(BaseObject):
2 def __init__(self, name, otype='Computer', location, environment, weight_kg,
3 carryable=False, requires_receptacle=True,
4 state={"is_clean": True, 'temperature': 20}):
5 super().__init__(name, otype, location, environment, weight_kg,
6 carryable, requires_receptacle, state=state)
7 def power_on(self):
8 if self.state['is_turned_on']:
9 return f"{self.name} is already turned on.", False

10 self.state['is_turned_on'] = True
11 return f"{self.name} is now turned on.", True
12
13 .....
14
15 def get_admissible_actions(self, agent):
16 actions = super().get_admissible_actions(agent)
17
18 # Add repair action
19 if f'repair_{self.otype.lower()}' in agent.skills:
20 actions.append(f"repair_{self.otype.lower()} {self.name}")
21
22 # Check if the computer has an 'owner' attribute
23 if self.location == agent.location:
24 if not self.state['is_turned_on']:
25 actions.append(f"turn_on {self.name}")
26 else:
27 actions.append(f"turn_off {self.name}")
28
29 return actions

Figure 12: Illustration of the Computer class, defining interaction methods like power_on() and specifying
admissible agent actions.



1 class Agent:
2 def __init__(self, name, role, location, skills=None):
3 self.name = name
4 self.role = role
5 self.location = location
6 self.skills = skills if skills else {}
7
8 def act(self, command):
9 """Execute an action if it's admissible."""

10 command_mapping = {
11 "turn_on": (self.turn_on,1), # 1 means one argument
12 ...
13
14 }
15
16 tokens = command.split()
17 if len(tokens) >= 1:
18 action = tokens[0]
19
20 if action in command_mapping:
21 action_func, arg_count = command_mapping[action]
22 if len(tokens[1:]) >= arg_count:
23 args = tokens[1:1 + arg_count]
24 return action_func(*args)
25 else:
26 return f"{self.name} received an incorrect number of arguments for

action {action}.", False
27 else:
28 return f"{self.name} cannot perform action {action}.", False
29
30 return f"{self.name} cannot parse command {command}.", False
31
32 def turn_on(self, electronic_device_name):
33
34
35 # Search for the electronic device in the current location's objects
36 target_device = next((obj for obj in self.location.objects if obj.name ==

electronic_device_name), None)
37
38 # If the device is found, attempt to turn it on
39 if target_device:
40 if hasattr(target_device, "turn_on"):
41 return target_device.turn_on()
42 else:
43 return f"{target_device.name} cannot be turned on.", False
44 else:
45 return f"{self.name} cannot find {electronic_device_name}.", False
46
47 def get_admissible_actions(self):
48 admissible_actions = []
49 ...
50 if self.location.objects:
51 for obj in self.location.objects:
52 if obj.receptacle == None or obj.receptacle.state['is_open']:
53 admissible_actions.extend(obj.get_admissible_actions(self))
54 ...
55 return admissible_actions

Figure 13: Illustration of the Agent class, where act() maps commands to interaction methods like turn_on().



1 class ITAdmin(Agent):
2 def __init__(self, name, gender, location, environment, **kwargs):
3 super().__init__(name, gender, location, environment, **kwargs)
4 # ITAdmin specific skills for repairing devices
5 self.skills.update({
6 "repair_computer": 1,
7 ...
8 })
9

10 def repair_electronic_device(self, obj_name):
11 # Find the object with the specified name in the current location
12 target_device = next((obj for obj in self.location.objects if obj.name ==

obj_name), None)
13
14 if target_device:
15 # Check if the object is a repairable electronic device
16 electronic_devices = ["Microphone", "Projector", "Computer", "CoffeeMachine",

"WaterDispenser", "Microwave"]
17 if target_device.otype in electronic_devices:
18 # Check if the device is broken
19 if "is_working" in target_device.state and not target_device.state["

is_working"]:
20 target_device.state["is_working"] = True
21 return f"{self.name} repaired the {target_device.name}.", True
22 else:
23 return f"{target_device.name} is already in working condition.", False
24 else:
25 return f"{target_device.name} is not a repairable electronic device.",

False
26 else:
27 return f"{self.name} cannot find {obj_name} in the current location.", False
28
29 def act(self, command):
30 """Execute an ITAdmin-specific action or fall back to the Agent's act method."""
31 command_mapping = {
32 "repair_computer": (self.repair_electronic_device, 1),
33 ...
34 }
35
36 tokens = command.split()
37 if len(tokens) >= 1 and tokens[0] in command_mapping:
38 action_func, arg_count = command_mapping[tokens[0]]
39 if len(tokens[1:]) >= arg_count:
40 return action_func(*tokens[1:1 + arg_count])
41 return f"{self.name} received an incorrect number of arguments.", False
42
43 return super().act(command)

Figure 14: Illustration of the ITAdmin class, where repair_computer() enables role-specific actions via command
mapping.
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