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Abstract A Hamiltonian stationary Lagrangian submanifold of a Kihler manifold is a
Lagrangian submanifold whose volume is stationary under Hamiltonian variations. We find
a sufficient condition on the curvature of a Kihler manifold of real dimension four to guar-
antee the existence of a family of small Hamiltonian stationary Lagrangian tori.

Mathematics Subject Classification (2000) 58J37 - 35J20 - 35J48 - 53C15 - 53C21 -
53C38 - 53C55

1 Introduction and statement of results

Let M?" be a Kihler manifold with complex structure J, Riemannian metric g, and sym-
plectic form w. The Lagrangian submanifolds of M are very natural and meaningful objects
to consider when M is studied from the symplectic point of view. Upon taking the metric into
account, one can study Lagrangian submanifolds which are in some way well-adapted to the
metric geometry of M. For instance, Lagrangian submanifolds which are also minimal with
respect to the metric g, i.e. which are critical points of the n-dimensional volume functional
with respect to compactly supported variations, possess a rich mathematical structure, and
their study is an active area of research (see e.g. [6,13]).

It is possible to pose two other natural variational problems amongst Lagrangian sub-
manifolds whose critical points are also mathematically quite interesting. These variational
problems are obtained by restricting the class of allowed variations. First, one can demand that
the volume of a Lagrangian submanifold X is a critical point with respect to only those varia-
tions of ¥ which preserve the Lagrangian condition; in this case, X is said to be Lagrangian
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stationary. Since it turns out that a smooth Lagrangian stationary submanifold is necessarily
minimal (because the mean curvature vector field of X is itself the infinitesimal generator of
a Lagrangian variation, as indicated in [14]), points where a Lagrangian stationary subman-
ifold fails to be minimal must be singular points, and what is of interest is the precise nature
of the set of singularities. A second variational problem that one can pose is the following.
There is a natural sub-class of variations preserving the Lagrangian condition, namely the set
of Hamiltonian transformations, which are generated by functions on M; hence one can also
demand that the volume of X is a critical point with respect to only Hamiltonian variations.
In this case, X is said to be Hamiltonian stationary, and there are indeed examples of non-
trivial, smooth, Hamiltonian stationary submanifolds that are not minimal (cf. Lemma 1). In
this paper, we focus on the second of these two variational problems.

Hamiltonian stationary submanifolds of a Kéhler—Einstein manifold M have been studied
by several authors, notably Oh [11,10], Hélein and Romon [3-5], and Schoen and Wolfson
[14,15]. Oh initially posed the Lagrangian and Hamiltonian stationary variational problems
and derived first and second variation formule. Hélein and Romon showed that when M is a
Hermitian symmetric space of real dimension four, this stationarity condition can be reformu-
lated as an infinite-dimensional integrable system whose solutions possess a Weierstra3-type
representation. Moreover, they found all Hamiltonian stationary, doubly periodic immersions
of R? into C P? using this representation. Finally, Schoen and Wolfson initiated the study of
Lagrangian variational problems from the geometric analysis point of view, for the purpose
of constructing minimal Lagrangian submanifolds as limits of volume-minimizing sequences
of Lagrangian submanifolds.

The approach we take in this paper is to state a general sufficient condition for the existence
of a certain type of Hamiltonian stationary submanifold in a Kihler manifold M. Namely, we
specify a condition at a point p in M which allows us to construct Hamiltonian stationary tori
of sufficiently small radii optimally situated in a neighbourhood of the point p. Of course,
a simple motivating example is C" where one has the standard tori of any radii built with
respect to any chosen unitary frame at any chosen point. These tori will be explicitly used
in our construction and will be defined carefully below. But for a more significant exam-
ple, we note that all Kdhler toric manifolds contain Hamiltonian stationary Lagrangian tori
of the type envisaged here. A Kéhler toric manifold is a closed, connected 2r-dimensional
Kéhler manifold (M, g, w, J) equipped with an effective Hamiltonian holomorphic action
7 : T" — Diff (M) of the standard (real) n-torus T". The orbits of the group action turn out
to be Hamiltonian stationary Lagrangian submanifolds of M, essentially because the metric
g turns out to be equivariant under the action of t. Furthermore, the image of the moment
map i : M — R" of 7 is a convex polytope P in R". Let My := ,u;l(int(P)); then My
is an open, dense subset of M that is symplectomorphic to int(P) x T", upon which the
action is free. The orbit tori located near the corners of the polytope turn out to have small
volume tending to zero at the corners themselves. A discussion of the geometry of Kéhler
toric manifolds can be found in [1].

On the other hand, in a general Kéhler manifold M, one might expect that smooth, small
Hamiltonian stationary tori are rather rare, with a condition depending in some way on the
ambient geometry of M governing their existence. The archetype for this kind of a result
is an analogous construction, due to Ye [16], of small constant mean curvature spheres in
a Riemannian manifold M. Ye has shown that it is possible to perturb a sufficiently small
geodesic sphere centered at the point p € M to a hypersurface of constant mean curvature,
provided that p is a non-degenerate critical point of the scalar curvature of M.

‘We now explain and state the Main Theorem to be proved in this paper. Let (M, g, w, J)
be a Kéhler manifold, with dimr M = 4. Let U (M) denote the unitary frame bundle of M and
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choose a point p € M and a unitary frame U/, € U(M) at p. Let (z', z%) be complex normal
coordinates for a neighbourhood of p whose coordinate vectors at the origin coincide with
Up. Fixr = (r1, ) € ]KZF (the open positive quadrant of R?) with small ||r|| = ‘/rlz + r22,
and define the submanifold

= U,y) = {(rleiel,rzeiGZ) L (01,0%) € 'Jl‘z}.

If M were C?, then %, (Up) would be Hamiltonian stationary Lagrangian for all r and U/,.
In general, X, (U)) is almost Hamiltonian stationary Lagrangian when ||| is very small,
as the ambient metric is nearly Euclidean in complex normal coordinates. We express the

zk agk irkeiek 337 Given a section X of the bun-
dle J(TX,(U))), we write X = Zk 1Xkl(agk) = Zk 1—rka ok 'k, and define the

deformed submanifold

wx (B Up)) = {(rl(l —x'0)e?, (1 — xz(e))eiaz) L (0',0%) e ’]1‘2] :

tangent vectors in complex notation as

The condition that the deformed submanifold be a Hamiltonian stationary Lagrangian sub-
manifold can now be phrased as a partial differential equation for the functions X! and X2.
It will be shown in this paper that these equations can be solved subject to an existence
condition that can be expressed in terms of the complex curvature tensor of M.

In order to phrase the existence condition, we now define the relevant curvature functions

; C —pC(a 8 2 )
on unitary frames. Let R =R (az1 s 3T §eK azL) be the components of the com
plexified Riemann curvature tensor, and denote the components of the complex covariant
derivatives of this tensor by (DR®), jx iy = RFJKL - Now given any frame U4, € U(M)
we can define

11111 222:1
G Up) :=i| iR 11112 C s | €C~RC (1)

r2RC 2 pC
iR +r 2R2
2R
+r3 22222
2R
2r2 0 —2r{R

1121

Observe that the unitary group acts on U (M) by matrix multiplication in the fiber direc-
tion. The subgroup A C U(2) of unitary diagonal matrices thus acts on U (M) as well,
and furthermore, X, (U,) = X,(D - U)) for all diagonal matrices D € A. The existence
condition on (U, r) that we will use is that the curvature function G, has a non-degenerate
zero at U, along directions transverse to the orbit of I/, under A: we say such a frame is
A-non-degenerate. By the invariance of R under the action of A, we can define a function
Fr : UM)/A — Rby F(Uy]) = 2R<101 g+ rgRgfzz . We remark that the mapping G, is
obtained precisely by applying DF, to a basis of the tangent space of U(M)/A. The top two
complex components come from the spatial derivatives, and the last component comes from
differentiating in the frame directions. Thus ¢/, is a A-non-degenerate zero for G, precisely
when 7, has a non-degenerate critical point at [Z/,]. Note that this condition is preserved
when the vector r is scaled by a constant multiple.

Main Theorem Let (M, g, w, J) be a Kdihler manifold, with dimpM = 4. Let r :=
(r1,r) = |Irl7 € Rﬁ_ where |[F|l = 1, and suppose U, € U(M) is such that U, €
U(M) is a A-non-degenerate zero for Gy. Then for |r| sufficiently small, there exists
Uy € UM) and a section X € T'(J(TX,U,))) so that the submanifold px (X, U, ))
is smooth and Hamiltonian stationary Lagrangian. Moreover, for any « € (0, 1), we have
IXllo.5, + IF1IVXlo.s, + IrI21V°Xlo.s, + 17124 [V2u], 5 = OCIrIP). while the
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distance between Uy, and U,y as points in U(M) is O(||r|)), and the distance between p and
n 2
P is O(lr 9.

We note as a direct corollary that it is possible to extend the Main Theorem slightly in
order to answer a more general question. That is, the Main Theorem finds a Hamiltonian
stationary submanifold that is a small perturbation of X, for ||r|| sufficiently small. Now one
can ask if it is possible to find neighbouring Hamiltonian stationary Lagrangian submanifolds
which are perturbations of X, with r” sufficiently close to r. The answer to this question
is that one can indeed find such submanifolds because the A-non-degenerate zeros of the
family of functionals G,» with r” varying in a neighbourhood of r are stable. That is, if ' is
sufficiently close to r, then G,» has a A-non-degenerate zero U,y near U,. By the Implicit
Function Theorem, moreover, one can arrange the association r’ — U,y to be smooth.

Corollary Letr := (ry,r) € ]Ri_ with ||r|| sufficiently small, and suppose U,, € U(M) is a
A-non-degenerate zero for G,. Then one can find a neighbourhood O C Ri_ containing r so
that for each r' € O, %,/(U),) can be perturbed into a Hamiltonian stationary Lagrangian
submanifold of M, the family of which is smoothly parametrized by r’.

The Main Theorem will be proved following broadly similar lines as the proof of Ye’s
result. That is, for each ¢/, and sufficiently small |||, a section X will be found so that
mx (X, (Up)) is almost Lagrangian and Hamiltonian stationary; in fact the small error will
be arranged to lie in a certain finite-dimensional space. The discrepancy comes from the fact
that the Hamiltonian stationary differential operator possesses an approximate co-kernel: the
linearized Hamiltonian stationary differential operator can be expanded in powers of |7,
where the lowest-order term is the linearized Hamiltonian stationary differential operator of
C?, whose co-kernel contains a six-dimensional space arising from translation and U (2)-
rotation. This discrepancy constitutes an obstruction to solvability. Only when X, (U4)) is
very special (such that the image of the Hamiltonian stationary differential operator acting
on X, (U)) is orthogonal to the associated co-kernel to lowest order in || ||) can a solution be
found. This special situation arises exactly when G, ({/,,) = 0. The perturbation p x (3, ()))
now produces a Hamiltonian stationary Lagrangian submanifold up to an even smaller error
term—and this remaining error term can be corrected as well when the non-degeneracy
condition holds.

The existence condition described above is qualitatively similar to Ye’s condition in that
it involves the ambient curvature tensor of M. But of course the condition here takes into
account the freedom to choose the complex frame with respect to which X, (), is built as
well as the point p about which X, (U),) is located. As with Ye’s condition, it is not always the
case that there exists /), satisfying the non-degeneracy condition. For example, this occurs in
the case of CP? and of C2, despite the fact that both spaces contain small Hamiltonian sta-
tionary Lagrangian tori. These examples can be seen as analogues of situation in R”, a space
which fails to satisfy the non-degeneracy criterion of Ye and where constant mean curvature
spheres nevertheless come in great abundance. The existence of a non-degenerate frame U/,
can also fail to hold in Kihler manifolds with one-parameter families of isometries. Such
examples also occur in the study of constant mean curvature spheres, and it should be noted
that Pacard and Xu have recently strengthened Ye’s result to handle these cases. They did
this by analyzing the second-to-lowest-order term in the expansion of the linearized constant
mean curvature operator and replacing Ye’s non-degeneracy condition with a different con-
dition that can be applied even when Ye’s original condition cannot. They can deduce from
their condition that every compact Riemannian manifold must have at least one point p for
which sufficiently small geodesic spheres centered at p can be perturbed to hypersurfaces of
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constant mean curvature [12]. A similar strengthening should be possible in the Hamiltonian
stationary Lagrangian case as well.

Recent work by Joyce, Lee and Schoen [7] establishes in a very general sense the exis-
tence of Hamiltonian stationary Lagrangian submanifolds in a symplectic manifold M. The
submanifolds constructed are modeled on certain Hamiltonian stationary Lagrangian sub-
manifolds of C", the class of which contains the tori we use in the present work. They embed
these into M using adapted Darboux coordinates, where they are Lagrangian but only approx-
imately Hamiltonian stationary. These authors then establish that it is always possible (when
M is compact) to find an exactly Hamiltonian stationary Lagrangian submanifold near at
least one of their approximate solutions. This is because the existence condition that must be
satisfied is that a certain functional on U (M) has a critical point (and since U (M) is compact
when M is compact, the existence condition must hold for some U/, € U(M)).

Though some of the analysis in [7] is similar to ours, there is a key difference that we
note here. In [7], the authors employ adapted Darboux coordinates so that they are able to
embed their model submanifolds as Lagrangian submanifolds in M. This allows them to find
anearby Hamiltonian stationary Lagrangian by solving a single, scalar differential equation.
We employ complex normal coordinates in which the metric and symplectic form of M
are perturbations of the metric and symplectic form of C" while the complex structure is
everywhere standard. Embedding X, (i4),) into this coordinate chart results in a submanifold
which is approximately Lagrangian and approximately Hamiltonian stationary. We thus have
to include the Lagrangian condition as part of the system of partial differential equations to
analyze. The reason that we do this is to exploit the fact that the metric and symplectic form
of M in this coordinate chart can be expanded in terms of the ambient curvature tensor, and
hence we can formulate our existence condition very concretely in terms of the curvature.
Since the time our work was first announced, Lee [9] was able to establish the existence of
suitable Darboux coordinates to yield such an existence result following the approach of [7].
As remarked in [7], the curvature condition in a preprint version of this work differed from
that in [9]; this was due a to sign error that has been fixed in the present work, thus giving
two independent calculations of the non-degeneracy condition.

In the case of constant mean curvature spheres, Ye’s existence condition is essentially
that the sphere for which the perturbation argument succeeds is the one for which the area
functional, subject to the constraint of constant enclosed volume, and restricted to the space
of embedded geodesic spheres, has a non-degenerate critical point. Ye then deduces the
non-degeneracy of the scalar curvature from this by expanding the constrained, restricted
area functional in terms of the background geometry of M. In the case of the Hamiltonian
stationary Lagrangian submanifolds studied by Joyce, Lee and Schoen, their existence con-
dition amounts to having a critical point for the volume functional restricted to the space of
approximate solutions, cf. [7,9]. In our case, we make a simple Ansarz for solutions, which
moves us off the constraint set of Lagrangian submanifolds, but we can arrange approximate
solutions with small enough errors so that in the end we are able to project onto the space of
Lagrangian submanifolds to a solution of the Hamiltonian stationary equation.

2 Geometric preliminaries
2.1 Kihler manifolds

A complex manifold M of real dimension 2n and integrable complex structure J is said
to be Kdhler if it possesses a Riemannian metric g for which J is an isometry, as well as a
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symplectic form w satisfying the compatibility condition w (X, Y) = g(J X, Y) for all tangent
vectors X, Y. We recall that the complexification Tc M of the real tangent bundle 7 M splits:
TeM = TOOM o TOD M. The map TM — TeM — THO M, defined by inclusion
followed by projection, induces an isomorphism between 7, M and TP(I’O)M , which gives us
a way to encode T), M in complex notation. In local coordinates 78 = x* +iyk, we have

d d 0 d .0 .0

i e i e e Tl ey Sl el
axk  9zk - 9zk’  ayk  azk T azk
so that under this isomorphism, 387 corresponds to aik , and 3 rtoiz5 32 k Any vector X € T,M

thus has the form X = V 4+ V, forsome V € TISI’O)M, we let Xc = V. Itis not hard to show
that if X and Y are smooth sections of 7 M, so that Y¢ is holomorphic, then the Levi-Civita
connection D satisfies (DxY)c = Dx Yc. Thus we may blur the distinction between X and
X ¢ when using complex notation. Standard references for Kihler manifolds are [2] and [8].
What follows is a brief description, for the purpose of fixing terminology and notation, of
those aspects of Kihler geometry that will be relevant for what follows.

The question of interest is the nature of the local geometry of a Kéhler manifold. In a
general Kihler manifold, it is always possible to find local complex coordinates for a neigh-
bourhood V of any point p € M, and a function F : V — R, called the Kdhler potential, so
that the metric and symplectic form are:

ZRZ 27 4 @dt IZ ”°F + °F (dk®df+dk®d‘f)
(V] o — e — X X
&= 9z ka ¢ 2 & \oxkaxl  dykay! ey

PF k ¢ 4k ¢
,Z(aykaxe — W) (dy ® dx"—dx ®dy),

——21m§ F Gk gazt) =] > L+827F (dxk®d t_q "@dx‘f)
- azkazt oo PN )T L\ gakaxt T aykay yow
kL

1 F 92F
Ak @ dxl+dy* @ d ‘3),
4o Z(aykaxf axkayﬁ)(" ® dx’+dy* @ dy

in local complex coordinates (z', ..., 7" or local real coordinates (x!,...,x", yl, e,

y™) for V, which are related by z* = x* + iyX. Note that
1 oF oF

=) dl —dyf — —dx¥),

@ 2 Zk: (axk Y ayk * )

which is consistent with the fact that dw = 0, and locally, closed forms are exact. Write
w = da, where « is called the Liouville form of w, and write & := % > (xkdyk — ykdxk)
for the Liouville form of the standard symplectic form. Note also that the Kihler potential is

unique up to the addition of a function ¢ satistying a2 : o = = 0 forall , ¢.

Consider the simplest example of a Kéhler manifold: this is C” equipped with the stan-
dard Euclidean metric ¢ := Re (Zk dz*¥ @ dz ) and the standard symplectic form @ :=
—Im (zk dzF @ dz* ) (both given in complex coordinates), as well as the standard complex
structure (which coincides with multiplication by +/—1 in complex coordinates). In a Kihler
manifold, it is always possible to find local complex coordinates for a neighbourhood V
of any point p € M in which the complex structure is standard everywhere in V, and the
metric and symplectic form are standard at p with vanishing derivatives. Indeed, one can
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additionally show that it is possible to choose F near p having the following expression in
coordinates (where z = 0 corresponds to p € M)

_ 1 A
F(z,2) := §||Z||2 + F(z,2) 2)
where F vanishes at least to order four in z and 7. Hence 82,%5 = %81(13 + O(||z]|?). Conse-

quently, the Kihler structures near the origin are perturbations of the standard structures ¢
and o, whose Kihler potential is F (z,2) = %Ilzllz. Moreover, this form for the potential,
and hence for the metric and symplectic form, is U (n)-invariant.

The complexified curvature tensor of a Kihler manifold in local coordinates in V can be
expressed in terms of the Kihler potential: the complexified curvature tensor R® satisfies [8]

3p
RC. z av °F
KLMN ~ 3ZK3ZL32M32N BZKBZUBZM azkozVazN’

For coordinates in which the Kihler potential is of the form (2), we have 3} F(@0) = 0, so
that (where we note we use the convention that a comma denotes a partial derivative, while
a semicolon denotes a covariant derivative)

3’ F(0)
0zK9zL3zMazN9zs”

3*F(0) and RC. (p) =

C —
R (p) = 92K 97La Mgz N KLMN:3

KLMN

3

This can be expressed in terms of the usual Riemann curvature tensor R by realizing that

RC. (p)_R’ 9 999
KLMN p aZK 82" 3ZM 32N

RC. (p) = a R d d d d
KIMN:SP) = 25| B\ 92K 2L 9zM 5zN
at the point p, setting % % (ﬁ - 18;%() and similarly for the conjugate. Consequently
| .
Fxinn© = 7 ((Reemn = Rigi) + 1 (Reemis + R,
1
Fximws© = g (Reemns = Rigmiss = Reomis = R 5)

+ i (Rk[m";f - Rkmel;E + Rkemii;s + Rké_mn:s))’p

where an un-barred, lower-case index refers to a coordinate vector of the form while a

0
Byk

ox k ’
barred, lower-case index refers to a coordinate vector of the form

2.2 Hamiltonian stationary Lagrangian submanifolds

Interesting submanifolds of a Kéhler manifold can be characterized by the effect of the
action of J on tangent spaces. For instance, a complex submanifold of M>" is one whose
tangent spaces are invariant under J. Two classes of submanifolds of importance in this
paper are defined in terms of a complementary condition to that of a complex submanifold.
An n-dimensional submanifold X is called Lagrangian if J (T, X) is orthogonal to T}, X for
each p € X. Hence a Lagrangian submanifold satisfies w (X, Y) = Oforall X, Y € T, X and
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p € X. More generally, an n-dimensional submanifold X for which J (7, X) is transverse to
T, X for each p € X is called totally real.

We will be interested in diffeomorphisms of M that preserve some or all aspects of its
Kihler structure. The diffeomorphisms which preserve the full Kihler structure are the holo-
morphic isometries and are quite rare in general. In C", though, there are holomorphic isom-
etries: these are the U (n)-rotations and translations. The diffeomorphisms which preserve
the symplectic form but not necessarily the metric are called symplectomorphisms. Every
Kihler manifold possesses symplectomorphisms; indeed, for each function u : M — R the
one-parameter family of diffeomorphisms obtained by integrating the vector field X defined
by X | @ := du are symplectomorphisms. These diffeomorphisms are called Hamiltonian.
The condition of being totally real or Lagrangian is preserved by symplectomorphisms.

Consider now a Lagrangian submanifold ¥ C M. If X is a critical point of the n-dimen-
sional volume functional amongst all possible compactly supported variations, then ¥ is
minimal, in which case the mean curvature vector FI{; of X vanishes. Suppose, however, that
¥ is merely a critical point of the n-dimensional volume amongst only Hamiltonian vari-
ations, and thus is Hamiltonian stationary Lagrangian. By computing the Euler-Lagrange
equations for X, it becomes clear that being Hamiltonian stationary is in general a strictly
weaker condition than being minimal. Indeed, let ¢; be a one-parameter family of Hamiltonian
diffeomorphisms of M with infinitesimal deformation vector field X satisfying X _J w = du
foru : M — R. Then

d
0= aVOl (9 (%))

= / g(Hx, X)dVolx
2

= —/w(X, J Hy) dVolyx
D)

- —/du(Jﬁz)dVol);

t=0

D)
/ uV~(JI:IE) dvoly &)
)

by Stokes’ Theorem. We let D be the connection associated with the ambient metric g, while
V is the induced connection of ¥, and V- is the divergence operator. Since (4) must hold for
all functions u, it must be the case that the mean curvature of X satisfies

v-(JFIE) —o. )

Equation 5 will be solved in this paper to find Hamiltonian stationary Lagrangian submani-
folds.

Observe that since X is Lagrangian and Hy is normal to %, then J Hy is tangent to X and
taking its divergence with respect to the induced connection makes sense. It is convenient
to introduce some notation at this point so that the mean curvature (and second fundamental
form) of a totally real submanifold can be treated in a similar manner. To this end, let ¥
be totally real and define the symplectic second fundamental form and the symplectic mean
curvature of X by the formule

BX.Y,Z) = ((DXY)J-, Z) and H(Z) := Trace (B(-, -, Z))
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where W is the orthogonal projection of a vector W = Wl 4 W defined at a point p € =
to the normal bundle of X at p. The symplectic mean curvature is thus a one-form on X, and
so the identity

H(Z) = w(Hs, Z) = g(J Hs, Z)

shows that H is dual to (J FI;)”. In the Lagrangian setting, then, Eq. 5 can be written
V - H = 0. We will sometimes let H(X) := H to mark the dependence on X.

Remark The following observation about the symplectic second fundamental form is impor-
tant. If ¥ is Lagrangian then B(X, Y, Z) = w(DxY, Z) for all vector fields X, Y, Z tangent to
¥ since w((DxY)!, Z) = 0. Hence we have the usual symmetry B(X, Y, Z) = B(Y, X, Z).
In addition, we have B(X,Z,Y) = g(JDxZ,Y) = g(DxJZ,Y) = —g(JZ, DxY) =
g(UJDxY,Z) = B(X,Y, Z). Consequently the symplectic fundamental form of a Lagrang-
ian submanifold is fully symmetric in all of its slots.

3 Constructing the approximate solution

Let us assume from now on (unless indicated otherwise) that the real dimension of the ambi-
ent manifold is four, and thus that the dimension of a Hamiltonian stationary Lagrangian
submanifold is two, since this simplifies the presentation of the results and their proofs.
Many of the forthcoming calculations are written for any dimension, while others can be
generalized to higher dimensions, and similar results will hold (cf. [7,9]).

3.1 Rescaling the ambient manifold

Choose a point p € M and find local complex coordinates so that a small neighbourhood V
of p maps to a small neighbourhood Vy of the origin in C2. Moreover, let these coordinates
be such that the metric and symplectic form are of the type discussed in Sect. 2.1. Assume
that the diameter of this neighbourhood is pg € (0, 1); let r = (ry, r2), with ||r|| < po, be
the radii of the Hamiltonian stationary Lagrangian torus on which our construction will be
based, and set p := ||7||. Now consider coordinates ¢,, : p~1Vy — V obtained by rescaling
the given coordinates by z — pz, and also re-scale the metric and symplectic form via

g :=p¢ig. and @, :=p gio. (©6)

As aresult, we obtain a new Kihler metric g, on a large neighbourhood o~ W= lrlm" W
of the origin in C2, where the complex structure is standard and the Kihler potential is

- 1 A
Fy(z,2) := EHZ”Z + szp(z, 2) 7

with F 0(z,2) = p_4I:" (pz, pz). Furthermore, the Hamiltonian stationary Lagrangian con-
dition is unchanged under this re-scaling, and the torus p~' X, = ; has unit radius vector
F = (71, 12). Therefore, in order to construct a Hamiltonian stationary Lagrangian torus of
small radii near p, it is sufficient to construct a Hamiltonian stationary Lagrangian torus with
unit radius vector near the origin in C? with Kihler potential F, », with p sufficiently small.
We note that as p — 07, (g,, w,) converges smoothly on the unit ball B to the standard
structure (¢, ) (cf. Lemma 10).

Remark The advantage of working with these scaled coordinates is that it is now possible
to express the deviation of the background geometry from Euclidean space very efficiently
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using the parameter p. In particular, pzﬁp (z,2) = Fp(z,2) — % llz||? has a Taylor expansion
in z and 7 starting at order four, each (p-dependent) coefficient of which is O(pz). Note also
that the standard Holder norms re-scale in a natural way.

3.2 The approximate solution

Let U(M) denote the unitary frame bundle of M and choose a point p € M and a unitary
frame U, € U(M) at p. Let (z", z%) be complex normal coordinates for a neighbourhood of
p whose coordinate vectors at the origin coincide with ¢/,. Now let r := (r1, r2) be some
fixed vector belonging to Ri, the open positive quadrant of R%, with ||r|| = 1. Define the
two-dimensional submanifold of C? given by

= U,) = {(rleiel,rzeiez) L (01,0% € 11“2}.

Note that X, () is the image of the T2 under the embedding pp : ©®1,0% —

:nl :n2 . . s
riet? | roel? ) We will denote %, := X,(Up) when it is not necessary to speak explic-

itly of the frame ¢/, from which %, (U),) is built.
The following result motivates the use of ¥, as an approximate solution of the problem
of finding Hamiltonian stationary Lagrangian submanifolds in arbitrary Kéhler manifolds.

Lemma 1 The submanifold X, is Hamiltonian stationary Lagrangian with respect to the
standard Kdhler structure (¢, w, J) Of C2. In fact, the symplectic second fundamental form
B and the symplectic mean curvature H are parallel.

Proof We include this standard calculation for the convenience of the reader. To begin, the
tangent vectors of X, can be found by differentiating in 6. In complex notation, these are

a[ k>
the induced metric /2 and those of & restricted to %,. Indeed, since the Kéhler potential is
F(z,2) = %Ilzllz, we can read off the induced metric and pullback of the symplectic form
in terms of the real and imaginary parts, respectively, of

> de ©dZ (Ex. Eo) = > rereie” S (—ie 7 850) = rZsie.
N A

Ey = irkei for k = 1, 2. From this we can immediately compute the components of

Thus @ vanishes on X, and so X, is Lagrangian. The induced metric is given by fzkg = r,fr?kg.

Let the ambient connection be D. The covariant derivatives of the tangent vector fields of
the embedding with respect to ¢ in complex notation, are

[c)EkEg =

0 . e 0 e 0
W(lrgelg )3725 = —}’551((610 87# = SreJ Ey.

Since X, is Lagrangian, we therefore see that the parallel part (Dc EE ) vanishes. We can
now compute the symplectic second fundamental form. That is,

Brej = &(DE, E¢ — (D Eo), Ej) = &(Dg Eq, Ej)
= —ImZdzs ®d7’ (ﬁEkEz, E_j)
s

_ s =s ot 0 . —igJ 0
= —Imzdz X dz (_r[(sk[e g, —1ir;e ﬁ)
= _riakm(sZmajma
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where m can be any of k, £ or j. This emphasizes the symmetry of B in its indices, as proved
more generally above. From here we see H; = 2 , 7* By i = —1 for each j. O

Remark The previous line shows that these tori are Hamiltonian stationary but not minimal.

Lemma 1 suggests that we should choose a point p € M, find local complex coordinates in
aneighbourhood V of p asin Sect. 2.1, and consider the re-scaled coordinate map ¢,, as above.
We now let r € ]R%_ be a unit vector, and consider the submanifold X, C (,O_IVO, 8pr Wp),
which corresponds to the “small” torus X, C Vo, which we identify with a torus in M. The
submanifold ¥, is Hamiltonian stationary Lagrangian with respect to the standard Kéhler
structure, but it is no longer necessarily so with respect to the Kihler structure (g,, @,, J)
with Kihler potential F,,. However, if p is sufficiently small, then %, is totally real; moreover,
itis close, in a sense that will be made more precise later on, to being Hamiltonian stationary
Lagrangian. We will perturb it to a surface which is Hamiltonian stationary Lagrangian with
respect to (gp, ,) for p small enough, and thus corresponds to a Hamiltonian stationary
Lagrangian torus in (M, g, w).

3.3 The equations to solve

An exactly Hamiltonian stationary Lagrangian submanifold with respect to the Kahler struc-
ture (g,, wp, J) near the submanifold X, when p is sufficiently small will be found by
perturbing %, appropriately. This will be done by first defining a class of deformations of X,
and then selecting the appropriate deformation by solving a differential equation. We define

these deformations as follows. Let Ex := irge? ﬁ be the coordinate basis vectors of the

tangent space T %,. For every function (X!, X?) : T2 — R2 of suitably small norm, define
an embedding py : %, = T? < C? by

iy : (01,62 — (r1(1 —x'0)e? (1 — XZ(Q))eiGZ)

where we let X = X' JE| + X2JE, € T'(J(TZ,)). Note that the Euclidean-normal bundle
of X, coincides with the bundle J(7 X,) and is spanned by the Euclidean-orthonormal vec-
tor fields Ny := eigk% for k = 1,2, and we can write X = —r; X'N| — r, X%2N,. Thus a
geometric interpretation of this embedding is to view X (built from (X!, X?) by scaling by
the radii r1, rp in the different coordinate directions) as the section of the bundle J(T %, ),
so that wy is the Euclidean-exponential map.

Finding X € I'(J(TZX,)) so that ux(X,) is Hamiltonian stationary Lagrangian with
respect to the Kihler structure (g,, @,, J) amounts to solving two equations:

pxwp = 0
V- H(ux (%)) 0
where H (ux(X,)) is the symplectic mean curvature one-form. Thus one should consider

the differential operator ®, : I'(J(T X,)) — Az(Er) x AY(Z,), defined on an open neigh-
borhood of zero, given by

®)

D,(X) =y (0, V- H(ux(Z))))

and attempt to solve the equation ®,(X) = (0, 0). Note that the first of these equations is
first-order in the vector field X while the second equation is third-order in X. Since X, is
generally neither Hamiltonian stationary nor Lagrangian with respect to the Kéhler structure
(8p, wp, J) when p > 0, then ®,(0) is a tensor field on X, depending continuously on p in
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some way that will be determined in the sequel. Certainly, however, since (g,, w,) converges
to the standard structure as p — 07, one can assert that ®((0) := lim o—0+ ®p(0) = (0, 0).

It turns out that, as it stands, Eq. 8 does not represent a strictly elliptic problem. A few
refinements are necessary in order to achieve this. First, an important observation to make is
that the operator ®, maps onto a much smaller space. In fact, it is true that the first component
of ®,(X) belongs to dAL(Z,), the set of exact one-forms, which can be seen as follows.
Observe that pyw, is closed and belongs to the same cohomology class as i)y, for all

€ [0, 1]. In fact this is a family of exact forms, which can be seen by pulling back the local
Liouville form, e.g. ujw, = da, | s, where a,, is the Liouville form of w,, in this coordinate
chart. The second factor of ®,(X) is a divergence; hence its integral against the volume form
of wx(X,) must vanish.

Next, we make an Ansatz for the section X of the bundle J(T X,). We write X :=
X'JE, + X?JE, where again Ey := irkeiek % are the coordinate basis vectors of the tan-
gent space T X, and motivated by the Hodge decomposition, we split X into a gradient and a
curl component with respect to the metric induced on X, by the Euclidean ambient metric. In
particular, we restrict to X with vanishing harmonic component; the harmonic vector fields
correspond to non-Hamiltonian deformations of the torus (cf. the discussion at the end of
Sect. 4.2). More specifically, we choose X := X (u, v) so that X | @ |5, = dv + xdu for
functions u, v : ¥, — R, where * is the Hodge star operator of ¥, with respect to the
Euclidean metric. By inspection, this outcome is achieved by the vector field

2
1 K 0
X(u,v) := — S — 9
@, v) ];r aek Z kaef a7k ©
where 8/{ satisfies 8]1 = 6‘% = 0 and 812 = —r1/r2 and 8; = rp/r1. Note that the mapping
given by (u, v) — X (u, v) is linear in (u, v) and independent of p (recall ||r|| = 1 after

re-scaling).

Using the Ansatz above, one can re-formulate (8) as a pair of equations for the functions
u and v which will turn out to be elliptic. Since (8) is a mixed first- and third-order partial
differential equation and X (u, v) takes one additional derivative, the functions « and v will
be assumed to lie in C*%. Moreover, since X (u, v) clearly remains unchanged if a constant
is added to either u or v, we impose the normalization

/ udvolg, = / vdVolg, =0 (10)

3, 5,

where dVolg, is the volume form of ¥, with respect to the metric induced on %, by the
ambient Euclidean metric. Therefore define a new differential operator, defined on an open
neighborhood of (0, 0), by

@, : Cy*(T,) x Cg(%,) = CP4dAN(Z))) x €O (%))
®,(u,v) =D, 0X(u,v)

where we use the zero subscript to denote a function space upon which our normalization
(10) has been imposed.
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4 Analysis of the Hamiltonian stationary Lagrangian operator

In order to solve the equation @, (u, v) = (0, 0) perturbatively, it is necessary to understand
the mapping properties of the linearization Do,y ®, of the operator ®, at (0, 0). We will use
the notation L, := D(g,0)®, as well as L, := Do®,, in the remainder of the paper. Observe
that L, = L, o X by linearity. Furthermore, since ®, for o > 0 will often be compared
with its Euclidean analogue at p = 0, we introduce the notation & = @) and d := Py in
keeping with the convention of adorning objects associated with the Euclidean metric with
“0”. Thus we shall denote the linearizations of these operators by L:=DybandL :=Lox,
respectively.

This section contains the following material. First we compute linearized operator L. and
determine its kernel. It will turn out that L is not self-adjoint; hence we next compute the
adjoint L" and compute its kernel. Finally, we compute L, with enough detail to be able to
give estimates, in terms of p, for the difference P, := L, — L.

4.1 The unperturbed linearization

Let @ be the Hamiltonian stationary Lagrangian differential operator with respect to the
standard Kihler structure (g, @, J). The task at hand is to compute its linearization at zero,
denoted by L. Since & = & o X and X is linear, the main computation is to find the lineari-
zation at zero of & acting on sections X of J(T'X,), denoted by L and given by

. d (. o ¢
LX) = 2f (0], V- H(u(S0)

= (i“>(X), i<2>(X))
.

where p; : C> — C? is a family of diffeomorphisms generating X. In the computations
below, repeated upper and lower indices are summed, a comma denotes ordinary differenti-
ation and a semi-colon denotes covariant differentiation with respect to the induced metric.

Proposition 2 Let 3 C C" be Lagrangian for the standard symplectic structure. Let X be a
C3 sectionof N() = J(T'S), generated by afamily of diffeomorphisms ju; : C" — C", and

let L(X) = 4 (a) o V- 151(“,(2))) ’ = (L“)(X), 1°J2>(X)). Write X = XJ J E;

where {E1, Ea, ..., E,} is a coordinate bas;sfor the tangent space of X. Then the following
hold (where the quantities are computed in the induced metric on X):

LVX) =d(X 1)
L@(X) = —(AX™). =K ™ X" By gy Ho —h " W% H (X”égku> +hkm Ey (X“FIM)
sm sm
_jytmjis jka (Xu Bugu E’_/k@)_m
Proof The formula for LW is straightforward. Recall that it is a standard computation involv-
ing the Lie derivative of a 2-form to show that %uf&') o = d(X ®) + X _1 do. Since
dé = 0, then LV (X) = d (X 1 &) follows as desired.
The remainder of the proof is the computation of £ (X). Let & be a Lagrangian sub-
manifold of C" carrying the Euclidean metric ¢, and let X be a section of the normal bundle

of X. Extend X off of X, let u; : C* — C”" be a one-parameter family of diffeomorphisms
with %M,| = X and set ! := u,;(X). Next, choose {E1, E3, ..., E,} alocal coordinate

t=0
frame for ¥ coming from geodesic normal coordinates at pg € X in the induced metric 4 at
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t =0.Then {JE|, JE>, ..., JE,} is a basis for the normal bundle of ¥ at r = 0, because
% is Lagrangian. But this does not necessarily hold for |¢| # 0, since u; is not assumed to
be a family of symplectomorphisms. However, for p near pg, T,C" = T, X & J(T, X). We
write X = X/JE; along ¥, and Vg,(X/E;) = X;JZEJ', and we may assume X (pg) # 0.
Note that X and E} commute along i, and since X is transverse to X, we can extend the
fields Ey locally using the diffeomorphism i, to a basis for 7}, () X, for |¢| small. In these

coordinates the matrix for 7 on X’ is the same as that for wu;g on T'X. The computations
below are evaluated at pp att = 0.
In terms of the local coordinates introduced above, we have

V-HED =" B (11)

where lozkg := g(Ey, Ey) is the induced metric, iJ* are the components of the inverse of the
induced metric, V is the induced connection, and

Bjre = d(Dg; Ex)*", Ee) = &(Dg, Ex, E¢) — Iy (E;., Ex)

with lo“j. « the Christoffel symbols of h jx and D the ambient Euclidean connection.
The terms in (11) all depend on ¢. Since V. I-DI(Z’) = fzeml-olg;m = fzeml-olg,m - ﬁzml‘*;mﬁs
where I-OIg = /’oljkéjkg, differentiating (11) at r = 0 yields

5(6 H(Z)
dr

= (™Y gy = (5, Hy 0 ()
=0 ;

where a prime denotes the value of the ¢-derivative at t = 0.
Expressions for (79") and (I"},,)) and (H;)" are now required. To begin, it is straightfor-
ward to compute

(lj’llm)/ — _2f'llislj’lquuésqu

1y = i ((X Bu)+ (X B~ (x ému)_q).

Next
o / o » o o x o [ -3 o o -3 o
() = %Y Bje + W Bjeo)' = =207 X" By By + W (Bjre)
and the fact that both F; «(Po) and a)| 5 vanish at 7 = 0 implies

. d /. /e .
(Bie) = o (& (De, Ex. Ee) = Fh(Es. Eo)

- & o (ormr)

=a (DXﬁEjElm Ez) +a (DE Ey, DXEZ)

t=0

= (BE/ bEkX, E[) +w (bEl Ey, DE@ )

= Eio (D"Ekx, Eg) . (DEkX, Dg, Eg) +é (bEj E;, bEeX)

= —E;¢ (De (XTE), Ee)+& (D, (X9Ey), Di, E)+8(Dr, Ex, Dr, (XTE,).
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We have used that X commutes with Ej along u,, that the ambient curvature vanishes, and
that @ and J are parallel. Now

Di,(X1Ey) = XY Ey + XD, Ey = X!, Ey — X9h"" Bog J E.
Note that at r = 0, lc)Ek E; is normal to ¥ at pg, and moreover §(l°)Ej E., JE,) = —éjkm
at po. Thus we have
(Bjre) = —E 8 (xjkaq — XUR" By JE,, Eg) iy (Xfkaq — X9 BrguJ Ey, D, E(g)
+4 (D, Ex X0\ Eq = X" By E,)

= —X?kjl;qg + Xqékquéjgvlfluv + Xqéjkvégqu};uv.

Everything can now be put together:

L@ (X) = =20 W™ X" Bygy He:m

i, (2 (X“Bg) A = (xv1i,) )
sm 3q

—2hm s jpka (XM ésqu éjkg)

m

Fh (_X;qkj;lq@ + X Brgu Bjeuh" + X Ig’jkvélqu’;w).m
= AX KO B 0 (X0 Bi) | B (x01) )

R (X B B

m

This is the desired formula. O

To compute L@ for the torus ¥, note that both B and H are parallel tensors in this case.
Consequently the second fundamental form terms in L become simply X > —A;"X_Zm
where

Sim . 1y Bl ol 0 op o
Am.—HSB sm_ [ Hm+Bququ

and furthermore, we can compute this precisely: substituting fzkg = rkz(Skg and B ke =
—rszés j8sk0s¢ for the induced metric and symplectic second fundamental form of X, (using
0-coordinates) with respect to the Euclidean metric yields

Jem _ 280m B 1

2.2 2,2 °
ritm Fitm

We now let X = X' (u, v) as in (9) and substitute this into the formule of Proposition 2 to
find the linearization L.

1 2@

Corollary 3 Let (u,v) € Co*(E,) x Cy“(%,). Write L = (£, L"), Then

e (1)

L "(u,v):=dx*du
o (2)

L7, v): = A(Av) + Azmv;gm + Azmsﬁu;mk.
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4.2 The kernel of the unperturbed linearization

The determination of the kernel of the linearized operator L is best done in two stages. First
one finds the kernel of £ and then one takes into account the effect of X'. Thus the starting
point is to express the formula of Proposition 2 explicitly in local coordinates. To this end,
suppose that ¥, is given in local coordinates by its standard embedding. Make the Ansatz

sk . . ope
X = XK (—rpel? d -) for the deformation vector field in the formula from Proposition
k 92k P
2 to obtain )

Lx)=— D rixhdol A doF, Zri( Jei X])+Z zxf

Jok Jjk

The operator L thus becomes a constant-coefficient differential operator on the torus. Solving
the equation L(X) = (0, 0) for the kernel of L thus becomes a matter of Fourier analysis.
The following proposition appears in [11] for the n-dimensional torus; the n = 2 case is
included here for the sake of completeness.

Proposition 4 Expressed in the local coordinates for the standard embedding of Z,, the
kernel ofi consists of vector fields X = ", Xk(—rkeigk %) where

1 af
XK=+ 5=

¥ 2 9eF
with f(0) :=a+ 3 ; (bj1cos(0)) + bjasin(67)) + ¢ cos(0' —6%) + casin(0' —62), for
a,bjs,cy, A €R.

Proof The first equation in Z(X ) = (0, 0) implies either of the following (or a linear combi-
nation thereof): that X is constant for every k, and thus the one-form Iy 2 x*dg* is harmonic
on X,; or else that there is a function f : T? — R with

Lo
r,f LIl

In the first case, the second equation in i(X ) = (0, 0) is satisfied trivially. Note that a one-
form of this type is not exact, implying that X is not induced by a Hamiltonian vector field.
In the second case, insert X := =7y 2 3 Gfk into the second equation to find

1
Zr 2,2 (f.jjkk = fjk)+zr—4ﬁjj:().
il

ok TITk
This is a constant-coefficient, fourth order elliptic equation on the torus which can
be solved by taking the discrete Fourier transform. The Fourier coefficients f (i)
L 2T 27 £(9)e~101 320 of the solutions must thus satisfy

a7 Jo
Z’

2
”k +njng 2n5\ .
-> | fa=o.

I" rk J rj
Thus f (n) = 0 unless 1 = (n1, ny) solves the equation obtained by setting the coefficient
of f(n) to zero. One solution of this equation is n; = n, = 0, and this corresponds to the

constant functions. There are also non-trivial solutions of this equation: either n; = +£1 for

@ Springer



Hamiltonian stationary tori in Kihler manifolds

some fixed j and all other ny = 0; or else n; = %1 and ny = F1 for j # k. The fact that
there are no other non-trivial solutions can be seen as follows. Summing over j, k € {1, 2}
explicitly and re-arranging terms yields the equation n% +n; + r%r; 2 (n% + nz) = 0. But
since the quadratic x> + x 4+ C? only has the integer roots x = 0, 1 when C = 0 and no
integer roots when C # 0, it must be the case that (n1,n3) = (1,0), (0, 1), (1, —1) or
(—1, 1). Applying the inverse Fourier transform now yields the desired vector fields in the
kernel of L. O

Observe that there is a geometric interpretation of the kernel of L. The one-parameter
families of complex structure-preserving isometries of C? are the unitary rotations and the
translations. Each of these is a Hamiltonian deformation where the Hamiltonians are given
by linear functions in the first case and quadratic polynomials of the form z + z* - A - z in
the second case, where A is a Hermitian matrix. Of these, only the non-diagonal Hermitian
matrices generate non-trivial motions of X,. In fact, let (U, t) denote the motion of C? given
by z+— U(z) + v where U € U(2) and T € C2. Then we consider the six-dimensional
parameter family of motions of C? given by

R = {(exp(r5K1 +1%6K3),7): 15,76 € R and 7 :=(71,...,T4) € R4}

K| := (?z)) and Kp := ((1)51)

are elements in the Lie algebra of U(2) that generate all non-trivial U (2)-rotations of X,.

where

Denote by ;‘i;i) fori =1,...,6, those motions which correspond to t; = ¢ and 7 = 0 for
i’ # i. Note that each 2) is Hamiltonian with respect to the Euclidean Kihler structure,

with JV fU) = %ﬁ,(j ) |,_o Where we let V f be the ambient gradient vector of f. Indeed,

the translations /‘151 ), 1 < j <4, yield Hamiltonian functions which restricted to X, are just
(up to sign) rg cos(0*) and rg sin(0%) for s = 1, 2, while the U (2)-rotations [1§5) and ,&;6)
yield Hamiltonian functions which restrict to X, as (again, up to sign) r1r2 sin(@! — 6?) and
riracos(@! — 62). The span of the restrictions of these Hamiltonian functions to %, are the

functions in the kernel of I. of the form

fo=>" (b_/lrj cos(’) + bjor; sin(ef)) +crriracos(@! — 02) + coryra sin(@' — 6?)

J
12)

for bjs, cs € R. The remaining elements of the kernel of L derive from another set of
deformations of X, which preserve both the Lagrangian condition and the Hamiltonian-sta-
tionarity. These arise from allowing the radii of X, to vary—in other words the deformations
%! = X, 44 for some a = (a1, az).

Corollary 5 The kernel of L is

K := {0} x spanp{r cos(@l), 1 sin(@l), ) cos(@z),
rasin(0?), rira cos(@' — 6%), rir sin(@' — 62)).

Note: The constant functions are not in K because the conditions f 5 udVol%r = f 5 vdVol‘;:r =0

have been imposed on functions in the domain of L.
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4.3 The adjoint of the unperturbed linearization

The operator L computed in Sect. 4.1 is not self-adjoint. Thus it is necessary to compute the
adjoint and find its kernel in order to determine a space onto which L is surjective.

Proposition 6 The formal L* adjoint of L : Cg®(Z,) x Cy*(Z,) — C>*(dA'(Z,)) x
CY(x,) is the operator L= ([i*](l),[i*](z)) © CHAAN(D))) x CHY(Z) —
Cy®(2,) x Co* () where

[Ii*](l)(iu, v) = Au+ Aemeﬁv;mk

o C o (13)
[L71? G, v) := A(Av) + A" vy
and A = 2r[2r,;255m — r[ergz as computed earlier.
Proof Straightforward integration by parts based on the formula for L and X' O

The kernel K* of the adjoint L" is now easy to find, given the formula (13). Consider
the equation L" (Gu, v) = (0,0) for (u,v) € C3*(T,) x C+*(T,). The second of these
equations along with the calculations of Sect. 4.2 implies that v is of the form (12) found
before. Now u can be determined from the first of these equations via Au = —fiz’”s/gv; k-
Since the form of A" is known, one can in fact determine u explicitly. Note that we will
employ a slight abuse of notation below by identifying Cg (%, with CH* (AL (Z,)) via
the Hodge star operator. Furthermore, we incorporate certain constant factors into the basis
elements for reasons that will become clear later.

Corollary 7 The kernel of L' is
K* := spang{(0, 1)} @ spang [rl cos@) - wP, rysin@@") - w®,
racos(0?) - w®, rysin(0?) - w, rirycos@' —602) - W, rirysin@' - 67 - w<6>}

where w) = w® = ((rlrz)’l, 1) and w® = w® = (—(rlrz)’l, 1) and w® = w® =
(0, p).

4.4 The perturbed linearization

Let @, be the Hamiltonian stationary Lagrangian differential operator with respect to the Kih-
ler structure (g,, wp, J) corresponding to the Kihler potential F, (z, 2) = % lzl>+p? I:“p (z,2)
with p > 0. The present goal is to compute its linearization L, at zero, and express it as a
perturbation of L in the form L o = L+P - Then the dependence of P, on p must be ana-
lyzed. Since ®, = ®, o X' and X’ is linear, once again it is best to start with the linearization
L, of @, acting on sections X of J(T'%,).

We again employ the conventions that repeated indices are summed, a comma denotes
ordinary differentiation and a semi-colon denotes covariant differentiation with respect to
the induced metric.

Proposition 8 Let ¥ be a totally real submanifold of a Kdhler manifold (M, g, ). Let X
be a C? section of J(T'X), generated by a family of diffeomorphisms j1; - M — M. Let
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L(X) = %uf (s, V- H(ui (2))|;=g. Write X := XjJE‘,- where {E1, Ea, ..., Ep}isa
coordinate basis for the tangent space of ¥. Then L(X) := (L(l)(X), L@ (X)) is given by

LX) :=d (X Jw)
L@ (X) = &(X) + &(X)

where the following hold (and quantities are computed in the induced metric along X):

E1(X) 1 = —(AX™).p — K" X Ryp — K h9" Hy.pp X° Buse
+ htmpikpra (X° (Bksg Bjtu — BrsqBjue — qukBjul));m
—h""h" Hy (X* Byse).,, +h""h" Hy (X° Bus).,

E2(X) 1 = —h" W™ (W B 1)y C(X)g — (h[mhj”hk"C(X)qujkg)_m

— %hzmhjkhSqBjks (C(X)qé;m + C(X)rm;l - C(X)Zm;q)

+ X (g (DUDE DY), (D, E0*) +g (D, EO*, DADE, E)Y))

1 .
- Eh""h”%sqwsz (BX)gjsk + BXgrsj — BX) jrq

+C(X)gjik + C(Xgij — C(X) jkig).,-

m

Here C(X)pe = kaa)xg + X;Sga)sk and B(X)re := X* (Bkse + Bysk). AlsoD : TM — TM
is the operator giving the difference between the orthogonal projection of a vector W €
T,M onto N, % and its orthogonal projection onto J(Tp%), and Ry = h/k’stkg, where
Rjske = g(R(Ej, JEs, Ex), JE¢) and R is the ambient curvature tensor.

Proof The formula for L™ (X) follows as before; thus consider L® (X). Let X be a totally
real submanifold of M. Let X be a section of the bundle J (7 ¥), and extend X off of X. Let
W+ M — M be a one-parameter family of diffeomorphisms with % it li=0 = X and set
>! := u;(X). Note that although X is always transverse to X, it is not necessarily normal
to X because X is not necessarily Lagrangian.

Next, choose {Eq, E2, ..., E,} a local coordinate frame for ¥ coming from geodesic
normal coordinates at pp € ¥ in the induced metric h att = 0. Then {JEy, JE>, ..., JE,}
is a basis for J(T,X) for p near pg, and T,M = T,X @ J(T,X) for such p. We write
X = XjJEj along ¥, and VEE(X/EJ') = X;jeEj, and we may assume X (pg) # 0. Note
that X and E; commute along u,, and since X is transverse to ¥, we can extend the fields
Ey locally using the diffeomorphism 4, to a basis for 7}, () X, for [¢| small. In these coor-
dinates the matrix for 2 on X' is the same as that for ;g on T X. The computations below
are evaluated at pg att = 0.

In terms of these coordinates, we have

V-HE) =h"h*Bjrem (14)

where hye := g(Ex, E¢) is the induced metric, h7/¥ are the components of the inverse of the
induced metric, V is the induced connection, and

Bjie = o((Dg, Ex)", E¢) = o(Dg, Ex, E¢) — T (Ey, Ep),

where Fj « are the Christoffel symbols of /i, and D is the ambient connection of g.
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The terms in (14) all depend on 7. We will now compute the first derivative of (14) at
t = 0. By writing

V-H(Z") =h"H,, = h" Hp , — h""T3, Hy,
we find
d
AR HEY)| = "™ He — ™ (T5,) Hy + h“ (H))om
=0

where once again a prime denotes the value of the 7-derivative at t = 0.
We compute the first variation of the metric 4. The fact that ¥ is not assumed to be
Lagrangian for w influences the outcome of the computation. We have

(hie)" = g(Dx Ex, E¢) + g(Ex, Dx Er)
= 8(Dg X, E¢) + 8(DE, X, Ex)
= kag(JES, E¢)+ X*¢(JDg,E, Ep) + X;Slg(JES, Ey) + X°g(JDg,Es, Ex)
= X wse + X7k + X* (Brse + Bsk) -
Define C(X)y¢ := X‘:‘kwsg + X‘;‘Kwsk and B(X)re := X° (Bise + Besk). Note that if ¥ were
Lagrangian with respect to w then C(X) would vanish identically and B(X), would equal

2X® Bygs. It is now straightforward to compute

(B0 = —h "By, = —H" R (B(Xmg + C(X)mg)

1
s = Eh"q (BX)ge:m+BX) gmee — BX) tm:g+CX)gezm+C X gme — C(X)omzq)-

Next we have

= —hI" W (B(X)img + C(X)mg) Bjre +h'* (Bjre).

We now use the facts that w and J are parallel, that X and E; commute along 1;, and Fjﬁ «(Po)
vanishes at t = 0 to deduce

(Bjre)' = %w ((DEj Ep*, Ee) -
o (Dx D, Ex, E¢) + @ (D, Ex, DxE¢) — (I'j;) e

= (Dg;Dg X, E¢) + o (Dg; Ex, Dg,X) + o(R(E;, X)Ey, Eq) — () wse
—E;[g (DE (X°Ey), E¢)|+g (Dg (X*Ey), Dg;Ee¢)+g (Dg; Ex, Dg, (X Ey))
= X"Rjske — (T) s

= — E; g (X3Es + (Dp,(C ED®, Be) |+ (X4 Eo+ (D, (X EDYS, D Ee)

+8 (D, Exs X5, B + (De (X E®) = X' Rt = (50 gt
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Now, using the fact that we have arranged to have Dg; Ex orthogonal to ¥ at pg att = 0,
we can deduce

Be) = —E; [¢ (X3 B, Ee) |+ ¢ (De, XCE)*:, D o)
+8 (Dr, B (D, (X ED)Y) = X Rjoke = (T o
= —Xuiy + X°g ((De, E). (D, E0*) + X ((Dk, EO*, (D5, ED*)
= X Rjsee — (T;) wse. (15)

To deal with the (Dg i E;)1 terms, we introduce the operator D on T, M which is the dif-
ference between the orthogonal projection onto N, X and the orthogonal projection onto
J(T,%). Now, for any W € N, X, we can write

W =hg(W,JE;)JE; + D(W) = —h" o (W, E;)JE; + D(W).
where used the fact that J is an isometry. Consequently (15) becomes
(Bjke) = —Xekj + X h" Brgg Bjou + X h" Bysy Bjru
+X'g (DUDE E)Y). (D, E0*) + X°¢ ((Dg, BN DD E)D))
—X*Rjske — (%) wge.
We have now computed all the separate constituents of LE)Z)(X ). It remains only to put
everything together. We find
LY (X) = (h"™) Hy — h* (T}, Hy + h*™ ((Hy))
= —h"“ 1" (A" Bjre)om (B(X)ug + C(X)ug)
— 3 h "R B s (B(X)gem + BX)gmee — BX)im:q)
— Sh" W R B (CXDgem + CX)gmee = C(X)emzg)
— (R BB B 1o (B(X)ug +C (X))

m

im

+ plmp ik (—X[;kj + Xshqukqujgu + Xshquzqujku)

sm

+ X (¢ (PUDE EDS), (D, E0F) + (D, B0t DADE ED)))

m

=R (X R + (D) o) = E1(X) + &)

m

where &1 (X) and & (X) are as in the statement of the proposition. In attaining these expres-
sions, we have expanded B(X);; = X*(Bjs; + Bjs;). The point of arranging the outcome of
the calculation in this way is because the term £ (X) has the same form as the linearization
of the Hamiltonian stationary Lagrangian differential operator at a Lagrangian submanifold
while the term & (X) vanishes at a Lagrangian submanifold. O

Thus we can write L,(X) = (L;“(X), LS)(X)) = (d(Xdw,), E1(X) + E(X)).

We express L,(X) as the decomposition Lff)(X) = LX) + P,fs)(X) fors = 1,2. Of
course, LE)I)(X) =d(X Jwp), and so

PV(X) =d(X Jwp) —d(X 1) = d(X 1 (w, — d)).
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For P,fz) (X), observe that & (X) has the same form as L@ (X) and & (X) vanishes when
o = 0. Thus formally we can decompose

PR = (8100 = LO00) + &X),

We will not determine the precise form of the operator £1(X) — L® (X) since these details
will not be needed in the sequel.

Corollary 9 The components of the operator P, are
PV(X) = d(X 1 (wp — @)
PR = (80 - L20) + &0
with notation as in Proposition 8.
‘We now obtain a corresponding decomposition Lﬁf) =17 +P§f) where PE,S) = P,SS) oX.

4.5 Estimates for the perturbed linearization

We work on a fixed ball B C C? around the origin, compactly contained inside the domain
of the Kihler potential F, of the metric g,. The C k@ norms will be taken with respect to the
background metric § when the quantity being estimated is defined in C? and with respect to
the induced metric / when the quantity being estimated is defined on a submanifold X. Note
that these norms are equivalent to those defined by the metric g, and its induced metric 4 on
3. We begin with the following lemma. For simplicity of notation, we do not use a subscript
for quantities such as /2, B and V induced by g,.

Lemma 10 Let X be a totally real submanifold of B equipped with the Kdhler metric g, with
Kdhler potential F,, as in (7). Fix @ € (0, 1) and k € N. There is a constant C independent
of p so that forall X € T'(J(TX)) and W € T'(NX) the following estimates hold:

Igo — &llctacs) < Co* IV-X =V Xllci-tacz) < COHIX Nl ch1a(s
lwp — @llcrasy < Co*  1CX) I cr-1a(gy < CO* 1 X || cra (s

B — é”ckfl.a(z) < Cp? IDW) | che sy < C102||W||ck.a(z)

IH = Hllckres) < Co% 18X I ck-3a(s) < COIX Il cha(zy-

Furthermore, the operator D vanishes if ¥ is Lagrangian.

Proof The estimates mostly follow from the estimate of the Kihler potential F,(z, z) :=
Hizl® + p?Fy(z, 2), where F,(z,7) := p~*F(pz, pZ). Recall that on B, for any multi-

index « the derivative a{ff’;; ~(£,2)is O |1*~9) for |a| < 4, and O(1) for |a| > 4. This
immediately gives the first two estimates. The estimate on the symplectic second fundamen-
tal form comes from the following (and then immediately implies the estimate on the mean

curvature one-form):

B(X,Y,Z) — B(X,Y,Z) = w,(DxY)*, 2) — &(DxY)*, 2),

where (DxY)™ = DxY — hiig,(DxY, E;)E; and (DxY)* = DxY — h'/g(DxY, E))E;.
The above estimate of (g, — §) yields the analogous estimate of D — D, which together

with the equation above then yields the estimate of B — B, as well as the estimate on the
divergence.
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We now estimate D, which, together with the above estimates, will also yield the estimate
of &, and thus complete the proof. Let W € N, X be a unit vector. Recall from above that

DW)=W —hg,(W, JE))JE; =W + h'w,(W, E;)J E;.

If we use the orthogonal decomposition of W with respect to the metric ¢, denoting it as
w = Wl + Wi, then since gp(W,E;) = 0, we have immediately g(W, Ej) =

(’)(p?). Thus Wl = O(pz): Furthermore, since X is Lagrangian for o, ;hen Wi =
—hii&(WE, E))JE; = —h'&(W, E;)JE;. Thus D(W) — Wl = W+ + hiiw,(W, E;)
JE; = O(p?). o

Based on these elementary estimates, we have the following estimates of P, and P, on a
totally real submanifold X.

Proposition 11 Let X be a totally real submanifold of B equipped with the Kihler metric
gp- Fixk € Nand a € (0, 1). There is a constant C independent of p so that (with norms
computed on ¥)

1P (Xl ke < CO*IX | crita
1P (Xl cra < CoXIX llgira
||P£)l)(u, V|l cke < Cp2”(u, V)| cht2.e  cht2.0

1P, )| ko < CO* ([, V)| kit chrta -

5 Solving the Hamiltonian stationary Lagrangian PDE
5.1 Outline

In this final section of the paper, the equation ®,(u, v) = (0, 0) will be solved for all p
sufficiently small using a perturbative technique. An initial difficulty that must be overcome
is that it is not possible to find a suitable inverse for the linearized operator L, := D(,0)®,
with p-independent norm because the operator L= D(o,o)&) has a non-trivial, six-dimen-
sional kernel and fails to be surjective since its adjoint has a seven-dimensional kernel. This
fact makes a three-step approach for solving ®,(u, v) = (0, 0) necessary. In what follows,
we identify two-forms on %, with functions via the Hodge star operator.

Step 1 The first step is to solve a projected problem wherein the difficulties engendered
by the kernel and co-kernel of L are avoided. Let K be the kernel of L and let K* be the
kernel of L.". Let

7 CPAAN () x CO(Z,) — (CH* (AN (D)) x € (T)) NIKH T+
be the L2-orthogonal projection onto [K*]+ with respect to the volume measure induced
from the Euclidean ambient metric, and consider the operator (defined near (0, 0))

Tod®,

oL (CS"’(E,) X cng,)) NKE — (C2(dAN(Z,) x CO*(T)) NI

The first step is thus to solve 7 o @, | xL (u,v) = (0, 0). The linearization of this new oper-
atorismw oL, | L Which is by definition invertible at p = 0. This operator remains invertible
for sufficiently small p > 0, and it will be shown below that a solution of the non-linear
problem
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To®, | () = (0,0)

can be found. We will denote the solution by (u,, v,) and let f)r Up) = KX upv,) (Z-WUp))
be the perturbed submanifold generated by this solution; we will abbreviate this by ¥, when
there is no cause for confusion.

Step 2 The previous step shows that a solution (u, v) := (u,, v,) of the projected problem
on ¥, can always be found so long as p is sufficiently small. One should realize that the
solution (u,, v,) that has been found depends implicitly on the point p € M and the choice
of unitary frame U/, at p out of which X, has been constructed. Moreover, this dependence
is smooth as a standard consequence of the fixed-point argument used to find (u,, v,). The
solution is such that ® , (u,,, v,) is an a priori non-trivial but small quantity that belongs to /C*.

In the second step of the proof of the Main Theorem, it will be shown that when an exis-
tence condition is satisfied at the point p € M, there exists p’ near p and a frame I, so that
®,(u,, v,) vanishes except for a component in the space spang{(0, 1)}. We set this up as
follows. First, write * = spang{(0, 1)} @ K where K} := spanR{f(l)w(l), o, Oy ©)
with the functions £/ and the constant vectors w'/) determined in Corollary 7. Therefore

6
@,(up.vp) =a(0, 1)+ > b fPw forsome a.bi.....bs€R.
j=1

Now define a smooth mapping G, : U(M) — R® ~ C3 on the unitary 2-frame bundle
U (M) over M, given by

GoUy) s = (I W), ... 10Uy
~ (Ilgl)(l/{p) HIR W), 19 Uy) +i1P WUy), 1O Uy +i/§6>(up)) eC?
where

19 WUy) ::/(f(j) = D) wh - @, (u,, v,)dVols, (16)
%,

and ¢ has been chosen to ensure that [, (f¢/) — c\) dVoly, = 0. We have

6
19 WUp) = D" b - w®) / (f9 = ) f®avoly,
k=1 %,

6
= b w®) /(fm — DO — ¢ ®)qvoly,
k=1

P

We would now like to find U, so that G, (U),) = 0. This will turn imply that by = 0 for all
k, because the matrix whose entries are f):r(f(j) — eyl . (f(k) — c(k))w(k)dVolzr is
invertible. This holds because (f(j) — Wy for j = 1,...6, forms an independent set;
one can also argue this by perturbation, since the matrix fEr f@f® dVols, is diagonal and
invertible.

The idea for locating a zero of G, is first to find ¢4, so that G, (U4},) vanishes to lowest order
in a Taylor expansion in powers of p, but in such a way that G, remains locally surjective at
this U,,. The inverse function theorem for finite-dimensional manifolds can then be invoked
to find a nearby U, for which G, (U,) = 0 exactly.
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Step 3 From the previous step, we now have U,y and (u,, v,) so that @, (u,, v,) = (0, a).
In other words, the associated surface X, built from the corresponding unitary frame and
deformation vector field satisfies V - H (f),) = a. But the divergence theorem can now be
invoked to show that a = 0, thereby completing the proof of the Main Theorem.

Remark Unless otherwise noted, the norms used below are all taken on X,

5.2 Estimates for the approximate solution

To begin, we must compute the size of || ®,(0, 0)|| c2.« , co.«, which must be sufficiently small
for the perturbation method of Step 1 to succeed. We assume X, C B3, as in Lemma 10.

Proposition 12 There is a constant C > 0 independent of p so that
12,0, 0) | 2o < Cp?.
Proof By Lemma 1, we have <i>(0, 0) = (0,0). By Lemma 10, we have ||w, — d’)llcza(g) <
Cp?2. Furthermore, by writing
V-H=V-H+(V-V)-H+V-(H-H)=(N-V)-H+V.(H-H),
we have
IV Hlcow < CO* I Hllcra + |1H — Hlcre < Cp?

again using the estimates of Lemma 10. O

5.3 Solving the projected problem
This section proves that Step 1 from the outline above can be carried out.

Theorem 13 Forall p sufficiently small, there exists (u,,v)) € (Cg’“ (%) x Cg’a (Er)) nK+
that satisfies

T o®,(up, vp) =(0,0).
Moreover; the estimate || (i, Vp)|l cd.ay cte < Cp? holds.

Proof The solvability of the equation 7 o ®,(u, v) = (0, 0) is governed by the behaviour
of the linearized operator 7 o L, between the Banach spaces given in the statement of the
theorem, as well as on the size of ||®,(0, 0)||c2.a 0o, Which we know to be O(p?) by
Proposition 12.

First, by standard elliptic theory, the operator 7 o L is invertible between K+ and [K*
with the estimate

]J_

7 0 L(u, v) [l 2 cow = Cll@, v) ||t cia
where C is a constant independent of p. Consequently, if p is sufficiently small, then the

operator 7w o L, is uniformly injective with the estimate

c
17 0 Ly (t, v) | 200w = 1 V)t

11 and the inverse is

Hence by perturbation, the operator 7 o L, is also surjective onto [/C*
bounded above independently of p.
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The remainder of the proof uses the contraction mapping theorem. First, we note that we
will work in a convex neighborhood of (0, 0) inside the domain of ®,, and so that for (u, v)
in this neighborhood, we have px @ v) (X, Up)) C B, so that the estimates of Lemma 10
hold. We write

To®,(u,v) :=m0®,(0,0)+70oL,(u,v)+7 on(u, v)

where Q, is the quadratic (in u and v) remainder of ®,. It is fairly straightforward to show
that @, satisfies the estimate

19,1, v1) — @, (u2, v2) [ c2 x cOw
< Cl @1, vl gt cte + (U2, V)| cta s cte) |1 — 12, V1 — V2) || cdio

for some constant C independent of p, provided p is sufficiently small. This follows by per-
turbation because such an estimate is certainly true for the quadratic remainder of ®. Now let
L;l : [K*1+ — Kt denote the inverse of L, onto kL. By proposing the Ansatz (u, v) :=
—L," (w. &) +7 0 ®,(0,0)), for (w, &) € [K*]*, the equation 7 o ®,(u, v) = (0,0)
becomes equivalent to the fixed-point problem for the map

Ny, &) > 7100, (-L," (w, ) + 70 ®,(0,0)))

on [KC*]*. For small enough p, the non-linear mapping , verifies the estimates required to
find a fixed pointinaclosed ball B C [K*]+ of radius equalto || ®,(0, 0)|| c2.a w00 = O(p?),
by virtue of the p-independent estimates that have been found for L;l and Q. For example,
for (w, &) € B,

IV, (w, &)l 20 o0 < C”(I)p(ovo)”élaxco,a = 1250, 0)l[c2axcoa

for p small enough; hence the set B is mapped to itself under N,. Furthermore, N, is a
contraction on B as a result of the bilinear estimate on @, given above. Consequently, N
must have a fixed point (w, §) € B which thus satisfies [[(w, &) ||c2.excoe < Cp? for some
constant C independent of p. The desired estimate follows. O

Remark The solution (u,, v,) is in fact smooth by elliptic regularity theory, and the estimate
l(p, vo)llchaxcha < C (k) p? holds for all k € N, where C (k) is independent of p.

5.4 Derivation of the existence condition

The remainder of the proof begins with a more careful investigation of the integrals éi) Up)
making up the projection map G, : UM) — RS of (16). We can relate these inte-
grals to the ambient geometry of M to lowest order in p using the first variation for-
mula along with Stokes’ theorem. We let v f and V f be the gradient vectors of f on
G )

1

%, in the respective metrics. Define w,’’, w,"" as the first and second components of w),

respectively.
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Lemma 14 The following formula holds.

19Uy = wy /g;(ﬁf(-/), Hy, — HY )dVol,
of

- / Az (VD) (dVolz, - dvols, )
Py

+uwy” / F9 - (wp — @)+ O(p*). (17)
Zr
Proof With a direct computation, we find
/(fu) — Yy, vy) - wdVols,
oA

=wy’ / V- HE)(fD = cDydvols, + w!’ /(f(j) — D) (w, — &)

2 =
+/(f(j> — D)y, vp) - wPdVoIS,
Zr
+ / (f9 = D)Ly (up, vy) - w' (dVoly, — dVolg )
Er
+/(f</> — VP, vp) - wDdVOIS, +/(f(,/‘) — NG (up. v,) - wdVols,
PP hoN

S—.C / H(E) (V9 avols, +w’ / £ (wp — &)
s, s,

+/(f(f> — cNL(up, vp) - wPdVoly, + O(p*).
=
Here we have used the expansion @, (up, vp) = ®,(0,0) + Ly(up, vp) + Q,(up, vp),
where L, = L + P, and @, is the quadratic remainder of the operator ®,, along with
Stokes’ theorem, as well as @|x, = 0 and the following facts:

l(up, vo)ll gt s chars ||I£p(up, vp)llco and ||w, — a)|£|lco are all O(pz).
1Py(up, vo)llco < Co~l[(up, vp)llctaxcte = O(p7).

o 10, vp)lico < Clllp. vp) 2, s = OO,
e the difference between the volume forms appearing above is O(p?).
o 5 fPdvolg = 0 which implies [c] = O(p?).

To complete the proof of the lemma, we continue as follows. Note that since (f ) —¢())w)
belongs to the kernel oflo,*, then er (f9 — C(./’))i‘(uW vp) - w(«’)dVol%r = 0. Furthermore,

we let I?Iz, and Ijlgr denote the normal vector-valued mean curvatures of X, with respect to
the metric g, and the Euclidean metric, respectively. We let E, E> be alocal g-orthonormal
tangent frame on X,, and we write (summing over repeated indices) Hy, = Z*E;+ Z°JE,
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where Z° elnd 75 are Eeal-valged functions, so that J ljlzr =ZJE; — 75E s. Furthermore,
Z°Ey = [ng]HO =[Hx, — H)%r]||0 = O(pz). If i is the metric induced from g, on Z,, we

have V f = WK E¢(f)Ey and V f = 8 E;(f)Ex. Also, since (g, — &) = O(p?), we have
—8p(IV [, Hz,) = W Ec(f)gy (Ex 2T E, — 2°E)

= WE(f) (gp(Exs TENZ® — his 2°)

= —Ei(f)Z" + W E(f)Z° g (Ex, J Ey)

= §(Vf, JHs,) +hEi(f)Z° (gp — 8)(Ex, J Ey)
= —§(Vf, Hs,) + 0(p").

Therefore

/H(z,) (Vf(j)) dVoly, = —/gp(JVf(j), Hs, )dVoly,

=, =,
= - / §UV 9, Hy )dVols, + O(p*)
A
= _/gr(ﬁ_f(f'), Hs, — H. )dVols,
%,
—/g’(ﬁf(f'), Hg ) (dVolg, —dVol$, ) + O(ph)
%,
- _/gr(Nf(f), Hs, — H3 )dVol3,
X,
+/ H(Z)) (%f@) (dVols, — dVolg, ) + O(p*)
Zr

since the integrals er §UV WD, Ijl)%r) dVols. all vanish. The desired formula follows by
combining this result with our earlier calculation. O

The following proposition now relates the projection map G, to G,.
Proposition 15 The mapping G, : U(M) — R® ~ C3 satisfies
GpUp) = 4x7r1r2 °G, Uy) + O(p")
where
2 pC 2 pC
MR R
GrUp) =1 | riR 75 T R555 | € C? ~RS.
2 pC 2 pC
23 Rt = 21 R g
Proof We expand the terms appearing in (17). After some preliminaries, we break up the

proof into three sections corresponding to each of the three terms appearing there.
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Let us assume that we have chosen local complex normal coordinates and performed the
re-scaling (6). The ambient metric in complex notation is then given by

g =2Re| > [F(z,2)],; de' ®dz’

1,J
—Re|Y (311 +202[Fp(2.9)] | J.) dz' ® ¢z’ (18)
1,J ’
where F,(z,2) := 1l|z||> + p2F,(z, 2) is the Kihler potential. Our summations will be

indexed by capital letters running from 1 to 2, and we will use a comma to denote partial
differentiation with respect to z/ or 2/. Let us write

[Fyp(z, D] 47 = [F (@, D1, + plF (2, D15 + O0?)
where F® and F® are terms in the Taylor expansion of the (un-scaled) Kihler potential F:

_ 1 _I- _
[Fz2),% == Z (F,IjLM(O)szM + F’IjiM(O)ZLZM + 2F71jLM(O)ZLZM)

REAT
LM
1
1 (3 M-
FALT =5 2 (Fiimn @22 + F p 5 7 22"
" L,M,N

+3F 15y Oz M EY 4 3F gy 02FEMEN).

To compress the notation somewhat in the ensuing calculations, we will replace “F 4 (0)”
and “F 5 (0)”, which are the various fourth and fifth derivatives of F evaluated at zero,
by “F s aNd “F 4uins, TESPectively, in the Taylor expansions.

The difference of the volume forms calculation. The ambient metric 4 on the torus X, is

obtained by substituting z = (rleigl , r26192) := rel? into (18), yielding

h=">"r7(d0") +20> ) rir/Re [ei<9’—"’) [Fotre re)] a0’ ® def] . (19)
1 1,J ’

The associated volume form is dVoly, := +/det(h) d@' A d§%. Using the expansion
Vdet(A + p2B) = J/det(A) (1 + 3p*Tr(A™' B)) + O(p*), we obtain

dVoly, —dVol} = rir (1 +0°> Re [ﬁp(rei", reif )] ”_) do' A do? + O(p*) — dVol3,
- ,

=rir (p2 S Re[F(re, re )7 + p* > Re[F(re”, rei‘))]f)l) do' A do? + O(p*)
1 1

since only the quadratic and cubic terms in the series expansion of F), in p contribute to the
p% and p? terms in the expansion of /det(h).

We must now multiply the preceding by H(V f@)for j =1,...,6, and integrate over
the torus. There are two cases to consider: j = 1,...,4, corresponding to the co-kernel
generators coming from translation; and j = 5, 6, corresponding to the co-kernel generators
corresponding to U (2)-rotation.
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Case 1. In this case f(j) is one of either ry cos(6*%) or rg sin(0%) for s = 1, 2. It is thus the
case that the integrals of H(V f)) - Re[F(re, r _‘9)]( )_over the torus must all vanish.

Furthermore we have H(V f()) = _zf(]) + r_zf(J)) and thus

—rfl sin(01) j=1
ritcos@@)  j=2

r; ' sin(0?) j=3
rylcos(8?)  j=4.

A FO) =

Hence we are left with computing the integrals
19 =~ / AV ) (dVoly, — dVolg,)
P

= —rirp’ Z/ HV fD) Re[F(re, re™®)] ) ab' A 6> + 0(o")

_nr
_ 12;0 Z /rKrLrMH(Vf(’))Re [FIIKL i O +61+6™)
LK.L.Ms

~ ~ (01{ GL—GM) o (HK—GL—GM)
+3F jikin € +3F jikim ©
774 L M

+F igim e 107 +07+0 )] do' A de% + (9(,04).

Now in order to proceed, it is most convenient to calculate these integrals two-by-two:
25-1) | . 4(25)
1, +il
riryp?

. 68 i(0K+oL oM i@k +oL —oM
= - Z rrryie Re[FVII-KLMe( )+3F’”‘KLMC( )
S OLKLM

T2

sinK L M nK L M
+3F 1igig @@ 00D 4 F et @ O )]dG] A d6% + 0(p*)
ir1r2p3

N K L M
== > /rKrLrMF”K”;,e'(G T dpt A do? + O(ph),
rs 1K.LM;,

since the sum over K, L, M of the terms in the brackets is already real, and since the only
terms in this expansion that will survive the integration over the torus are those for which it
is possible to arrange 65 + 6K + 9L + M = 0, in which case the value of the integral is
472. These are clearly the (65 + 6K — 0L — 0M)_terms. Amongst these, the ones yielding
non-vanishing integrals are given in the following table

SKLM
1111
1212
12 21
2112
2121
2222
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with the resulting expansions
. 2 2 4
135D 4129 2i?rir2p® D (FF i1 + 23 F yj31) + O(p*) S =1
0 ty == I
2in?rir2p> Xy (2P F pyis + 13 F 1azs) + 00 § = 2.
Case 2. In this case f(j) is one of either r1r cos(8! — 62) or riry sin(@! — 62). It is thus the
case that the integrals of H(V f()) . Re [F(re, re_i")](i)]— over the torus must all vanish.

Furthermore
—rira (i = 17?) sin@! = 6% j =5

LA D) =
rir (72 = r;%) cos(0! =67 j =6,

Hence we are left with computing the integrals

B = ) [ A0 (@i, —avor)
Z:r

= —rirap’ Z/ HVf9D) Re[F(re?, re™)] T do' A d6> + 00"
1
T

3

rr o o i .

_ _ 1;/0 Z /rKrLH(Vf(j))Re [F,IiKLel(9K+9L)
LK Ly

LS L spK L
H2F i@ ) 4 F e >] o' A do% + 0(p%).
As above, it is most convenient to calculate these integrals two-by-two:

20 (-2 _ -2\ 3
r1r2(’1 N )p

5) 576 _
Iy +ily" = >

Lol p2 s 0K o pL
Z rrrrie@ 7 Re [FYII-KLel(G +07)

I.K Ly

+2F @ 0 4 F’,,-,gze’i(‘)K*gL)] o' A d6% + O(p*)

=irtrd (172 = r7) 0* Y / rkrLF ppepe@ T 0 d0 A do? + 0(pY)

LKL,
since the sum of the terms in the brackets over K, L is already real, and the only terms
in this expansion that will survive the integration over the torus are those for which it is
possible to arrange 6! — 62 + 6K 4+ 9L = 0. These are clearly the (9! — 6% + 6K — oL)-
terms. Amongst these, the ones yielding non-vanishing integrals are K = 2, L = 1, with the
resulting expansion

5) .46 .
Ié )+ 115 ) = 4in’rir (r22 - rlz) 0’ Z F i+ O(p*).
I

The difference of the mean curvatures calculation. Recall that the tangent vectors of X, are
6% _a
- 82K ’
of Ek is holomorphic, we have Dg, E; = 0, and so the covariant derivatives of the tangent

vector fields with respect to g are given by, in complex notation,

given in complex notation by Ex := irge for K = 1, 2. Since the component izX
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d L d

Dp EL = —— (irpe® ) — rgr i@ +9p , 2

ExEL BGK(rL )8 TKTL e 37k
. d
= SkLJEp —rgrp @00 > Y, S
kLJEL —rkrp 2 KL 30

We have used the fact that I I’g’ 1 = 0. Now to continue, we deduce from the expansion (18)
that

r¥, = gf)‘“ 81<J _ 225MJ [F (z. z)] _+O(p4)
J

——2,02 FOZ,Z _+ 0.
( ) ,LKM (07
T'hus we conclude

+ 0(ph).

— _ 0K +o%) 2 b (o s
DEKEL = (SKLJEL 2rKrLe P % I:Fp(Z,Z):I LK 0z aM

The next step is to take the trace of the quantity above with respect to the induced metric /
of X,. Using the components of & given in Eq. 19, we deduce

1 . ~
pKL — 1 (SKL —2"Re (el(eK,gL) [F,o(z, Z)] KL)) + 00,

rKrr

and hence,

- 2,02 ~ B
ZhKLDEKEL = Hzr — Z rTRe (I:Fp(Z, Z)]’KK) JEK

K,L K 'K

202 Zezle [Fp(z z)] e % + 0(p*).
K.M

For the next step in the calculation, we note that the tangential gradient of /) is equal to

o 18f(1)
) —
v U _E 65 Es
N

so that, using the fact that Hy, — > | hKLDEK E is tangent to X, we get

P - 1 9fW) -
S ) o _ KL o
gUV Y, Hy, —Hy ) =§ E 2 FTI JEs, E h*"Dgy E — Hy,
K,L
= () + (1) + O(p*),
where
. _ 3f(j)
_ 2N L
M =-2p }: I%[Fp@,z)]w T (202)
_ 9 1 safy) 9
5.2 A A 210K _ —io
() = 20 Re> dz*@dz* [ D e [Fp(z z)] o > s s 5
A K,M S
1 oK oM\ [ A af)
— 20> > —Re (" >[F ] . 20b
g Ak A e(e . 2) KKA) 304 (200)
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We now turn to computing the expansions of the integrals corresponding to the terms above.
Letwy [ g(IVFD, Hy, — Hg ydvoly = 117 + 1 + O(p*), where 1\ and 1}”
correspond to expanding each of the two leading terms in (20):
. . )
Do 2,0 1[A -] of 0
I =-2 — | Fp(z, _ dVol
! P /Zrz o (@3] kg ggx TVl
s, KK

. . )
(). 2. () 1 120K —o4) [ £ = af °
121 i=2p w2] / 2 aRe (el( ) [Fp(z, Z):I,KKA) 294 dvolg; .

%, AK

We handle each term in two cases.
Case I For § = 1, 2 we write

@s-1) 25)
@s—1) | .,2S) _ 2 L faf of Ao - o
I +il; _—ZP/EK ( 90K +189K [Fp(z,z)],m2 dVol§,
z,

2
Tk

2r1r2p* / e [ﬁ( ‘)] o' A do?
= —znr N _ .
1r2p rs pr&sz ,SS

T2

Up to the error term, the only term in the Taylor expansion of [ﬁ 0(2, Z)] G5 that contributes to

. . . . . gl 192 .
the integral is the third-order term. Upon substituting (z!, z2) = (r1e'? , r2¢!?") and arguing
as before, we see that only one term in the Taylor expansion of [I:" 0(z, Z)] 55 has the correct

combination of 6 terms for a contribution to be possible. So we get

: 3
25-1) | .28 1rr2p 05 LM gN
11( )+111( ) — 2P 2 /e‘9 FLIMIN (FSS‘LMNel(O +oM Ny
3rs ,
LMN
_ i@t +eM oV ik —gM_gN
+3F,SSLMNel( '+ 3F,SSLMNe]( )
+ Fsspane @) do' A6 + 0o

ir1r2p3
rs

> rLerNF’SSLMA‘,/ei(05+9L_GM_0N)d91 A 6%+ O(ph)
L.M,N 7
—_ [ —4in?rirp? (r{F 1i1ii + 205 F 1is1) + 00 S = 1

—4im?rirap® (3 F o535 + 21 F oiia) + O(p) § = 2.

Case 2 For j =5 or j = 6, we note
1 for®  afO\r. ey | s - Lpa,
; rlz((E)QK +1 YT [F/,(z, Z)],Kk = rinie ? [Fﬂ(Z’Z)],II - g [FP(Z’Z)],ZQ .

Note that up to the O(p*) error term, the only term in the Taylor expansion of [I:" 0(z, Z)]

KK
that contributes to the integral this time is the second-order term. Upon making the substitu-

. a1l 02 . . .
tion (z!, z2) = (r1el? , rel?’) and arguing as before, we see also that only one term in this
expansion has the correct combination of +6 terms for a contribution to be possible. Thus
we obtain
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5 .1 (6
11()-1-1[1() 1r1r o Z"U’M

ei(91_92) (oL 1oM gl oM sl oM
. +0 6k —8 it
X/[ 2 (F,llLMel( )+ 2F e )+ Fipge ))
i
TZ
e -6 ioL+oM i(oL —oM i(0L+oM 1 2
o (Faaew @ 4 2F 53, F e ) [a0! A g
- , ,
)

= 8in’rir2p’ (rle,zizi - V22F,1121) +0(p".

We now perform the corresponding calculation for the term (II) in (20). We first note the
Taylor expansion

. L oL
[FP(Z, Z)] KA Z (F,KKALZ + F kit )
’ L

p L_M L
+ 2 Z (F,KKALMZ 20 +2F kg it R
L.M

+FKKALMZ z )—l— O(p?).

Case 1 As above, for S = 1, 2 we write

@s—1) @s)
@s—1) | ,Q8) . _ of of rl (20K —0%)
I +il,™ /E ( 594 +i YT Re [F (z, z)] KKQ

X dVol%r
_ 2p2/ieies Re Zei(ZeK_eS) I:ﬁp(L Z)] | dvolg
X ,KKS "
Zr

_pS sl M
=irirp Z rLrM/ io® Re el(20% -0 )(FKKSL el@ +07)
K,L .M

L M
+2F gxszine® ) + Fxxsige O ))] do' A do> +0(p*).
We can re-write the integrand as follows:

i0S (20K —pS _ iOL4+oM _ ik —oM ___ —i(eL+eM
¢ Re [el( ) (F,KKSLMel( Y+ 2F,KKSLMCI( 4+ F xxsim® i€ ))]
1 Higk (oL +oM i(gL—oM —i@OL4+oM
=5¢ ' (F,KKS‘LMGI( )+ 2F,KKS’LMel( )+ F xxsim® i€ ))
1(9L+9M))

1 20K 1208 —i(oL+6M oL oM
+ 5 ) (F,kksm WD £ 2F pgsine ™)+ Frgsim
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We can now easily integrate, and note that most terms disappear upon integration over the
torus:

. 3
8 ) iryr 20K —oL —oM
12570 13709 = 172'02 rLrM/(e‘(29 O =0F xxsiit
5 ,
KLM
12l (20% 4205 0"+ QM)FKKSLM) do' A do* + 0(p*)
= 2in’rirp Zr% (Friris+2F ss0i5) + O(p*)
L
_ [2in2r1r2,0 (3"1F11111 +r2F22221 +2r2F11221) +00p"H S=1
2ir1r20® (rPF 11113 + 2 F 03115 + 3r2F22222) +0(p"H S§=2

Case 2 Finally, we can compute

. 3f(5) 3f(6) B K_ A _ o

=2i(r1r2)2,03/ O Re | SO [Fyen] et ade?,

2 AK

We expand the integrand, and note that up to O(p*), only the linear terms in the expansion
will contribute. These terms in the integrand are precisely

61 —62
el ) DA+, —1 1(29K79A) oL F __ -t
E (=1 § ri\Fgxare +Fggaie

_ K pA oL oL
+Z( DA+ Tei(-20% 48 )ZVL( RRALS i0 +F’kkALele )

There are only four of these terms which survive integration: on the first line above these cor-
respondto (K, A, L) = (2, 1,2) or (2,2, 1), and from the second line above to (K, A, L) =
(1,1,2) or (1, 2, 1). Thus upon integration we get

. (6 . _ _ _ _
12(5) + 112( ) = 47%i(r1r)%p° [F,zzii(”l Uy — ry ') + F (g Uy — 7y 1r1)] +0(ph
= 4in’rira(r — )P’ (Foni + F i) + 00
The symplectic form calculation. The ambient symplectic form, expressed in the re-scaled
complex coordinates, is given by
— & — 2071 [fr@ ] dc @a’
wp = meZJ:p(zz)u_z@Z

and on X, where @ vanishes, this becomes

wp — O = —2r1r202 Im [[ﬁp(reie, refie)] 3 ei(el’ez)] do' A do?.
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We’ll once again expand [F 0(z, Z)] ;j using the Taylor expansion of the Kéhler potential. We
find (where “c.c.” means the complex conjugate of the preceding term inside the brackets)

Wy — @
. 2
1ryr _ _K_ : _p2
= 122’0 I:(F,IEKL Kol +2F 5 253+ Fspg szL) @' =0% _ c.c.] o' A do?
K.L
: 3 K, L M K, LM
rirp Fisgimz 272" +3F 5527272 i6'—6%) 1 2 4
E g ey kop- —cc. A .
6 M[(+3F,12KLM KELM 4 F i 220 ) e R
Now, if we set Ia(f) = w?) fz, f(s) (wp, — @) fors =1, ..., 4, and compute these integrals

two-by-two in the same way as above, we find for S = 1, 2,

25—-1) s7(29) (_1)S+1 N
Icf) il = 7/1 (wp — D).
ryr
Zr
Recall also that our co-kernel calculations show that the U (2)-rotations do not contribute in
the w, — @ integrals, i.e. If) =0= Ig)). Now, in computing these integrals, it is clear that
only terms having even power in z or Z survive the integration over X,. Moreover, only those
terms having the correct combination of 6 terms will survive the integration. Thus we find

1;2571) + iILgZS)

i(—D)S5H p3rsrirpr (0540l _2 oK _gL_gM
_ (=D prsrxrirm F,QKZM/el(ew—ew —0L—0M) 4ol A 4o2

2
K,L.M o

—F,izkiM/ei(05_91+02_6K_6L+6M)d91 A do2 +O(p5).

T2

The following values of S, K, L, M yield non-zero integrals.

Firstintegral: S K L M Secondintegral: S K L M
1211 1121
2111 1211
2212 1222
22 21 22 21

Therefore

jes-n 4 g0 _ [ =2nrre? (rFisir 473 F i) + 00 S =1
¢ ¢ =2imrir2p* (r{F oyt + 13 Fonim) + O0%) S =2.

To complete the proof of Proposition 15 we just combine all the pieces computed above:
IK()ZS—I) + illgzs) _ (I(gzs—l) 4 ilézs)> n (Il(zs—l) 4 i11(2S)) 4 (12(2s—1) I i12(25))

+ (I(EJZS—I) +iltf)zs))

C
for § =1, 2, 3. To conclude, we use the fact that Figrim= RHELM(p).
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5.5 The proof of the main theorem

In this section, we conclude the proof of the Main Theorem by showing that if G, has a
A-non-degenerate zero at U, € U(M), i.e. if [U,] is a non-degenerate critical point of F;,
then it is possible to find a nearby frame ¢/, for which G, (U, ) = 0. In this case s, Uy)
is an exactly Hamiltonian stationary Lagrangian submanifold. This will then complete the
proof of the Main Theorem.

Theorem 16 Suppose U, is a A-non-degenerate zero of G,. If p is sufficiently small, then
there is Uy, near Uy so that the submanifold f), (Uy) that was obtained via Theorem 13
from the torus X, (Upy) is a Hamiltonian stationary Lagrangian submanifold. The distance
between Uy, and U,y is O(p).

Proof We must to find U, so that G, (U,) vanishes. The estimate of Proposition 15 says
GpUp) = 4n*rir2 p° G, Up) +O(p%).

Suppose now that G, (U,) = 0 and DGrlu, is invertible along directions transverse to the
orbit of A, so that the map

H > Uy G, Uy) € R

has nonsingular derivative at I{,,, where H is a six-dimensional submanifold of U (M) trans-
verse atU), to the orbit of ¢/, under A. Since the norm of the inverse of DG, |u,, on T4, H must
be bounded above by a constant independent of p, then the (finite-dimensional) inverse func-
tion theorem implies that it is possible to find a neighbouring ¢/, € H so that G ,(U,’) = 0
provided p is sufficiently small. Furthermore the distance between U, and U, as points in
U (M) is O(p), which is a consequence of the fact that the equation G, (U,/) = 0 implies

Gr(U,) = O(p). As indicated above, this now implies that V - H (f)r) is constant. Then the
divergence theorem implies that it must vanish. O
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