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Figure 1: We investigate a technique that integrates a desktop mouse into VR to support productive knowledge work. Our
approach uses Depth-Adaptive Cursor , a 2D-mouse driven pointing technique for 3D selection with depth-adaptation that con-
tinuously interpolates the cursor depth by inferring what users intend to select based on the cursor position, the viewpoint,
and the selectable objects. Vertically dropped lines and arrow are added for illustration of depth.

ABSTRACT
Virtual Reality (VR) has potential for productive knowledge work,
however, midair pointing with controllers or hand gestures does
not offer the precision and comfort of traditional 2D mice. Di-
rectly integrating mice into VR is difficult as selecting targets in a
3D space is negatively impacted by binocular rivalry, perspective
mismatch, and improperly calibrated control-display (CD) gain.
To address these issues, we developed Depth-Adaptive Cursor , a
2D-mouse driven pointing technique for 3D selection with depth-
adaptation that continuously interpolates the cursor depth by infer-
ring what users intend to select based on the cursor position, the
viewpoint, and the selectable objects. Depth-Adaptive Cursor uses
a novel CD gain tool to compute a usable range of CD gains for
general mouse-based pointing in VR. A user study demonstrated
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that Depth-Adaptive Cursor significantly improved performance
compared with an existing mouse-based pointing technique with-
out depth-adaption in terms of time (21.2%), error (48.3%), perceived
workload, and user satisfaction.
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1 INTRODUCTION
Recently there has been an emerging trend of utilizing Augmented
Reality (AR) or Virtual Reality (VR) head-mounted displays (HMDs)
to enhance office work by extending traditional 2D displays into
the third dimension. Effort from both academia and industry has
pushed this vision closer to reality, including Varjo Workspace
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[62], Oculus Infinite Office [46], Lenovo ThinkReality Workspace
[37], and various VR applications that render the user’s computer
monitor in VR [16]. In these applications, users can stream their
desktop interface into the virtual environment by rendering floating
windows or virtual displays that duplicate a desktop environment
in VR, creating a virtual workspace that enables users to work
productively everywhere with head-mounted displays [26].

The envisioned workspace provides more screen real estate by
allowing users to visualize 2D windows and 3D models at the same
time. In such display space, users can alternate between 2D and
3D content such as selecting a vertex on a 3D model followed
by clicking a button in a 2D menu. Current VR HMDs use hand-
held controllers with simple ray-casting or midair gestures as their
primary input [25]. While these approaches can be intuitive and
expressive in free-space, they are not ideal for 2D desktop interfaces
due to high fatigue and low precision [8]. Traditional pointing
devices (i.e., mice) are accurate and comfortable to use due to their
constrained input space and the support of the surface they are
used on. Recently, users have been able to connect mice to HMDs
such as Oculus Quest or HoloLens [47]. However, the use of mouse
is primarily constrained to 2D planes within the 3D space such as
browsing websites. Selecting 3D targets that are varied in depth
with a regular mouse remains a challenge in VR.

The goal of this work is to extend the current use of a standard,
2D desktop mouse into VR in a consistent manner that leverages
users’ existing skills, the device’s high precision, and low fatigue
to facilitate accurate and comfortable 3D target selection in VR.
The work addresses three primary problems with general mouse
pointing in VR: the diplopia problem, the perspective problem, and
the sensitivity problem. Each problem has been previously identified
in a display environment different from, but relevant to, VR HMDs.

• The diplopia problem was first identified [66] in stereoscopic
desktop displays for users experiencing diplopia (i.e. double
vision) when aligning the cursor with an object at a different
depth. Converging the eyes on the object will produce two
images of the cursor (Figure 2 (Top)), causing discomfort with
decreased performance [61]. Similarly, VR HMDs provide
stereoscopic views and thus are subject to the problem.

• The perspective problem was identified within multi-display
environments when 2D interaction techniques are applied
in 3D without considering the perspective of users [44]. The
visibility and overlapping relationship between objects is
different based on the user’s position and thus the control
from the mouse needs to be applied differently based on the
viewpoint (Figure 2 (Bottom)).

• The sensitivity problem is a common problem in determining
the control display (CD) gain for large displays. Low CD
gains in large displays cause frequent clutching when trav-
elling to distant objects, while high CD gains make it hard
to select small objects due to human precision limitations
and device quantization [45]. VR HMDs provide large ren-
dering space. Therefore the mouse’s CD gain should not be
determined arbitrarily.

To resolve these problems, we developed Depth-Adaptive Cursor :
a mouse-based 3D pointing technique with depth-adaptation that
interpolates the cursor depth from the depths of the objects nearby

Figure 2: The diplopia and perspective problems for mouse
pointing in VR. (Top) A user intends to select a blue sphere
and sees double images of the sphere when converging eyes
on the cursor, or double images of the cursor when converg-
ing on the object, caused by the depth difference between the
cursor and the object. (Bottom) A user moves the cursor at
object A to select object B. The visibility and overlapping re-
lationship between A and B is different based on the user’s
position and therefore the control needs to be applied dif-
ferently. For example, the mouse needs to move upwards at
head position 1, left at position 2, and right at position 3.

by inferring what users intend to select based on the cursor posi-
tion, the viewpoint, and the objects. It integrates the desktop mouse
into the virtual workspace with a control mechanism consistent to
the desktop mouse. This work has three main contributions: 1) we
design a mouse-based 3D pointing technique with depth-adaptation
and view-dependency that addresses the diplopia problem and per-
spective problem. 2) we adapt a theoretical model from prior work
[45] to analytically determine a usable range of CD gains based
on the capabilities of the VR HMDs, the mouse, and the expected
range of target configurations, addressing the sensitivity problem. 3)
we present findings from a user study with 16 participants showing
Depth-Adaptive Cursor outperformed Perspective Cursor [44], an
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existing mouse-based pointing technique without depth adapta-
tion, in terms of time (20.9%), error (48.3%), perceived workload,
and user satisfaction. Our results demonstrated the effectiveness of
the depth-adaptation of Depth-Adaptive Cursor to enable continu-
ous, comfortable, and accurate target selection for users to work
productively in VR.

2 RELATEDWORK
Our work is motivated by the emerging trend and the challenges
in prior work to support knowledge work in VR, as well as work
that explores the use of mice for 3D selection tasks. This work also
builds upon existing mouse-based pointing techniques outside of
VR that consider the diplopia, perspective, and sensitivity problem.

2.1 Knowledge Work in VR
A number of prior works have explored the use of AR and VR for
productive knowledge work. Early work used projectors [54] or
stereoscopic displays coupled with head-tracking [11, 60] to instru-
ment and augment the office space. Recent research has extended
this concept to HMDs, which can render content anywhere, re-
placing [26, 49] or augmenting [38, 42] existing physical displays.
With VR HMDs, users can stream their desktop content into an
immersive environment decoupled from their physical surround-
ings [48], while with an AR HMD, users can augment the existing
office with a large display space [42] or display relevant information
at a different depth layer [17]. Enabling expressive, efficient and
comfortable input has been an ongoing challenge in the AR and
VR workspace. Previous research has concentrated on the spatial
gestures with controllers or hands for pointing [63], manipulation
[40], and text-entry [27, 56]. While they are effective for free-space
interactions, they are not ideal for productive knowledge work,
especially for 2D windows with increased fatigue and decreased
precision [8, 50]. Other approaches have considered touch input
with tablets [9] and wearable devices [58], but these approaches
are still limiting to support long hours of productive work. Recent
work has considered traditional desktop-based input devices such
as mouse and keyboard [42] given that they are optimized for pre-
cision and long hours of work [25]. While several approaches have
focused on configuring the keyboard for text-entry in VR [27, 56],
little work has looked at standard 2D pointing devices such as the
mouse, which offers high precision and comfort. They are relatively
underexplored but worth consideration for productive knowledge
work such as with 3Dmodelling [11] and visual analytics [64] in VR.
This paper aims to fill this gap to provide accurate and comfortable
3D selection in consideration of potential issues with 2D pointing
devices such as mouse in the VR workspace.

2.2 Comparison of Input Devices in 3D
Prior research has compared and contrasted the mouse with sev-
eral input devices for pointing and manipulation tasks. Early work
compared mice with 3D input devices such as laser pointers or 3D
trackers. The mouse has been found to outperform these devices
for common tasks such as 3D pointing task [43] and 3D positioning
task [4, 7, 59]. Compared to the limited accuracy of 3D tracking
used at the time, the higher resolution of mice could be a plausible

explanation for its superiority in the early studies [59]. Recent ad-
vance in 3D tracking with improved accuracy has led to subsequent
studies comparing the mouse to other pointing devices such as
modern VR controllers and touchscreens. Kovarova et al. has found
that the mouse and keyboard outperformed the touch input on a
smartphone in translation and rotation tasks [33]. Besançon et al.
found that the mouse has advantages of higher accuracy and lower
fatigue at the cost of speed compared to tactile and tangible input in
3D positioning tasks [8]. Martel et al. [41] have found players pre-
ferred to use the mouse to control in-game functions in VR games.
Similarly, Seibert et al. [57] has found the mouse was perceived as
more natural and Farmani et al. [19] has found the mouse provided
better task performance than VR controllers in 3D shooting games.
More recently, Petford et al. [50] compared the mouse pointing with
the laser pointing enabled by a motion-capture system and found
that the mouse pointing was fastest when the targets do not require
the user to move the body, while the laser pointing was superior for
targets requiring body movement. Pham et al. found the mouse and
pen input were comparable while they both outperformed modern
VR controllers [51]. Krichenbauer et al. found that users performed
object manipulation faster with mouse in AR over VR [35].

Overall, the mouse has been found to provide better accuracy
and comfort compared to other pointing devices, potentially due to
user familiarity, high precision, and a supporting surface to reduce
fatigue and improve precision [59]. We aim to support productive
knowledge work where users can interact with both 2D windows
and 3D content within the immersive space. It is important to ensure
that they can point and select 2D and 3D targets in a consistent way
as they will perform on a regular desktop with low fatigue and high
precision. Therefore, based on the advantages of the mouse pointing
in previous work, we focus on extending the desktop mouse into
the virtual workspace that leverages users’ familiarity, the device’s
high precision, and low fatigue.

2.3 Mouse-based Pointing Techniques
VR HMDs have shared properties with other display environments
such as the immersion with large displays, and share many of the
same challenges when integrating mouse-based input. These chal-
lenges include the diplopia problem in stereoscopic displays, the
perspective problem in multiple-display environments, and the sen-
sitivity problem in large displays environment. We look at existing
mouse-based pointing techniques in these display environments
addressing the challenges in consideration of their shared charac-
teristics with VR HMDs.

2.3.1 Techniques in Stereoscopic Displays. The diplopia problem
was first identified in stereoscopic desktop displays for users expe-
riencing double-vision when aligning the cursor with an object at a
different depth. Early work explored the One-eye Cursor [66] that
rendered the cursor only to the dominant eye to resolve the diplopia
problem. Further studies found that One-eye Cursor caused greater
eye strain and discomfort [55, 66]. To overcome this issue, other
techniques such as the Sliding Cursor [60] have been proposed
by controlling an invisible cursor on a virtual plane, casting a ray
from the viewpoint to the invisible cursor, and displaying a visible
cursor at a position where the ray intersects with objects in the
scene. The visible cursor slides along the surface of the object and is
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therefore always displayed at the object depth, potentially resolving
the diplopia problem since there is no depth difference between the
cursor and object. Binocular Cursor takes a different approach of
utilizing the double-vision by combining the images from two eyes
to create a converged cursor [36]. Prior work has compared these
techniques to the One-eyed Cursor [36, 55, 60] with mixed results
depending on the layout of 3D targets [61]. Variations of these tech-
niques have later been applied to Spatial Augmented Reality (SAR)
[22, 23], extending the reach of a desktop mouse at the potential
cost of performance [22] and the unfavorable effect that changing
the head position causes the cursor to move on the object [23].

A major limitation of existing techniques is the absence of ways
to determine the cursor depthwith depth-varied objects. The diplopia
problem persists when the cursor travels from one object to another
at a different depth with no objects in between. Users have to co-
linearly align the cursor, their viewpoint, and the target to get
the cursor “snapping” onto the destination object, causing double-
vision especially with a small target and a long travel distance. The
problem is less salient in the stereoscopic desktop displays with
a small and finite display volume. In contrast, VR HMDs have a
large display space with stereoscopic capability and thus require
techniques to provides depth continuity when the cursor travels in
an object-less space.

Conceptually, our work is closest to the most recent work of
EZCursorVR [53], which used a mouse for 2D pointing in VRHMDs,
and VRMouse [30] which emulated the mouse with VR controllers.
However, the prior work primarily investigated 2D pointing with all
targets located at the same depth. It is unclear how to determine the
cursor depth with depth-varied objects. In addition, techniques such
as EZCursorVR [53] attached the cursor to the head, rotating the
head causes the cursor to move in the scene, making this approach
inconsistent with regular desktop mouse control. We seek to find an
approach that can address the diplopia problem as well as provide a
control mechanism consistent with the desktop mouse.

Techniques in Multi-displays. Early work in multi-display envi-
ronments introduced several techniques to achieve cross-display
cursor transfer, including resolving the discontinuity [5], reducing
the long travel distance across displays [6], and using head-tracking
to quickly switch the cursor between displays [3]. One of the most
influential work is Perspective Cursor [44], which utilizes the user’s
perspective to determine the cursor’s position together with the
mouse input. When multiple displays are distributed in the space,
controlling the mouse to move from one display to another depends
on the relative position between the two displays and the user. The
visibility and overlapping relationship between A and B depends
on the user’s position and thus the mouse needs to move along
different directions when the perspective is different (Figure 2 (Bot-
tom)). This perspective problem is absent on a single planar display,
present in a multi-display environment, and becomes more impor-
tant in VR HMDs if each virtual display is considered equivalent
to a selectable object and as there are multiple selectable objects
widespread in VR HMDs. Perspective Cursor [44] and its subse-
quent refinements [20, 65, 68] addressed the perspective problem
by adapting to different visibility of the displays. The position and
orientation of each display relative to the user’s position deter-
mine how the control from the mouse is applied. While it seems

promising to apply Perspective Cursor in VR HMDs by mapping
each selectable object in VR as a display unit in the multi-display
environment, the approach is designed for 2D interfaces and does
not determine the cursor depth when travelling in the display-less
(non-planar) space. Applying the Perspective Cursor to VR HMDs
requires depth-adaptation that determines the cursor depth based
on the objects nearby. Inspired by prior work on perspective-based
interactions, we extend Perspective Cursor into the 3D space and
interpolate the cursor depth by inferring what users intend to se-
lect based on the cursor position, the viewpoint, and the selectable
objects in the scene.

Techniques in Large Displays. The sensitivity problem is common
in determining the CD gain for large displays. Low CD gains in
large displays cause frequent clutching when travelling to distant
objects, while high CD gains make it hard to select small objects due
to hand precision and device quantization [45]. Previous work has
concentrated on the trade-off between the precision and sensitivity
of mice to avoid repeated clutching when the cursor moves long
distances [13, 15, 21]. Approaches to resolve this trade-off have
dynamically adjusted the CD gain [21] or the cursor size [15] based
on the hand speed to improve precision. Casiez et al. [13] defined a
pointing framework to determine a usable range of CD gains based
on the capabilities of the mouse, display, and the expected range of
target positions and scales. Nancel et al. extended the framework
and applied it to other input devices such as a gyromouse and
touchpad [45]. They found it difficult to use constant CD gains
for various devices for high precision pointing without clutching
in large displays. Other work used mice with constant CD gains
combined with other input such as body orientation [18], head
orientation [53] and eye gaze [39]. In these works, the input from
the mouse is usually used as refinement in a coarse-to-fine selection
process. We choose not to use similar two-tier approaches to stay
consistent with regular mouse control. VR HMDs provide large
rendering space similar to the large display environment. Therefore
the mouse’s CD gain in VR should not be determined arbitrarily.
As there are no available guidelines on how to determine CD gains
in VR HMDs, we adapted Nancel’s framework [45] into VR to
determine a usable range of mouse CD gains for general mouse-
based pointing in VR HMDs.

3 IN-DEPTH MOUSE
The goal of this work is to better integrate a traditional mouse into
VR by addressing the diplopia, perspective, and sensitivity problems.
To achieve this, we introduce Depth-Adaptive Cursor (Figure 3), a
mouse-based 3D pointing technique which resolves the diplopia
and perspective problems, and a CD gain tool to compute a usable
range of CD gains for general mouse-based pointing in VR to ad-
dress the sensitivity problem. The system pipeline of the proposed
approach consists of an offline tool adapted from [45] to analyti-
cally determine CD gains, and an online pipeline that updates the
cursor position based on the head position, target positions, and
the mouse movement (Figure 4). We explicitly seek to find a control
mechanism consistent with a regular desktop mouse that leverages
users’ existing skills to support the desktop knowledge work. This
consistency implies: 1) users should be able to see the cursor clearly
with both eyes, 2) the cursor should move continuously in 3D as
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Figure 3: An exemplary diagram of Depth-Adaptive Cursorwith four objects. The cursor’s position is computed based on a cursor
ray 𝑅1 originated from the viewpoint and the depth along the ray. In each frame, we determine the cursor’s new position𝑋 1

𝑐𝑢𝑟𝑠𝑜𝑟

by updating 𝑅1 and the depth. (a) We update the origin of a cursor ray based on the current head position 𝑋𝑣𝑖𝑒𝑤 and previous
cursor position 𝑋 0

𝑐𝑢𝑟𝑠𝑜𝑟 . (b) We update 𝑅1’s direction based on the mouse delta motion in angular measures (𝑑𝜃, 𝑑𝜑) converted
from its movement (𝑑𝑥𝑝𝑥 , 𝑑𝑦𝑝𝑥 ) in pixels. (c) We determine the cursor’s depth using a Voronoi-based Laplacian interpolation.
A Voronoi diagram is generated using the projected points from the cursor ray 𝑅1 (projected as 𝑃0) and four objects (𝑃1 ∼ 𝑃4)
in the image plane of the viewpoint. The projections of objects 𝑃2 ∼ 𝑃4 are the natural neighbors of the cursor 𝑃0. The cursor
depth is computed as a weighted average of the natural neighbors’ depths with weights determined by the edge length 𝜎𝑖 and
distance 𝑑𝑖 to 𝑃0 for each neighbor 𝑖.

it does in 2D displays, and 3) the cursor should only be moved by
the mouse so that moving the head will not cause any cursor move-
ment. These requirements make a number of existing mouse-based
techniques inapplicable, such as One-eyed Cursor [66], Sliding Cur-
sor [60], and EZCursorVR [53]. Perspective Cursor [44] is the most
promising technique to provide the control consistency in VR nat-
urally resolving the perspective problem. Depth-Adaptive Cursor is
based on Perspective Cursor with depth-adaptation to address the
diplopia and perspective problem. Together with the CD gain tool,
our approach aims to provide a control mechanism consistent to
a regular desktop mouse with seamless transition between the 2D
and 3D content in the virtual workspace.

3.1 Depth-Adaptive Cursor
A desktop mouse is a 2D pointing device that moves with 2 degrees
of freedom (DoFs) mapped to the horizontal and vertical movement
on 2D displays. In VR, the virtual cursor moves with 3 DoFs to
select a 3D object. We map the 2 DoFs from the mouse to the
horizontal and vertical control in VR, and use a Voronoi-based
Laplacian interpolation to determine the depth dimension based on
the cursor position, the viewpoint, and the selectable objects. The
Laplacian interpolation provides linear continuity [10] in the depth
dimension so that the cursor can move continuously in 3D. The
control mechanism is different from prior work [23, 53, 60] that
combined the head and mouse movement to control the cursor by

attaching it to a virtual plane. We use the head position (the center
of two eyes) to determine the geometric relationship of objects such
as occlusions so that the user can select objects which are visible
from the viewpoint. Based on this relationship, the cursor is solely
controlled by the mouse so that moving the head will not cause
cursor movement, keeping it consistent with regular mouse control.

3.1.1 Update Cursor Ray. Depth-Adaptive Cursorworks in the same
way as Perspective Cursor [44] in the horizontal and vertical dimen-
sions. We use a ray 𝑅0 to represent the cursor’s direction with
respect to the viewpoint. At the beginning of each frame, we up-
date the origin of the cursor ray at the current position of the
tracked viewpoint 𝑋𝑣𝑖𝑒𝑤 . The cursor ray 𝑅0 is defined by a line
connecting the origin 𝑋𝑣𝑖𝑒𝑤 to the cursor position 𝑋 0

𝑐𝑢𝑟𝑠𝑜𝑟 in the
previous frame. We convert 𝑅0 to angular coordinates as (𝜃, 𝜑) in a
local spherical coordinate system (dashed-line sphere in Figure 3)
that has its origin attached to the head position and its orientation
aligned with the world coordinate system. This process is shown
in Figure 3(a).

We update the direction of the cursor ray 𝑅0 by detecting the
movement from the mouse. Once a delta movement (𝑑𝑥𝑝𝑥 , 𝑑𝑦𝑝𝑥 ) is
detected in pixels, it is converted into angular movement (𝑑𝜃, 𝑑𝜑)
in spherical coordinates as:(

𝑑𝜃

𝑑𝜑

)
=

𝐶𝐷𝑔𝑎𝑖𝑛

𝑅𝑒𝑠𝑚𝑜𝑢𝑠𝑒

(
𝑑𝑥𝑝𝑥

𝑑𝑦𝑝𝑥

)
(1)
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Figure 4: Our system pipeline, including Depth-Adaptive Cursor , a mouse-based pointing technique for 3D targets with depth-
adaptation and a CD gain tool that analytically determines a usable range of CD gains based on the capabilities of VRHMDs. In
each frame, Depth-Adaptive Cursor gets updated with a cursor ray and cursor depth. The cursor ray is determined by the current
head position and mouse movement. Then we cast the cursor ray in the scene. When the ray hits any selectable objects, the
cursor depth is equal to the intersection depth. When the ray does not intersect with any objects in an object-less space, we
interpolate the cursor depth based on the depths of its neighbors in a Voronoi diagram.

𝑅𝑒𝑠𝑚𝑜𝑢𝑠𝑒 is the mouse resolution in dots per inch. 𝐶𝐷𝑔𝑎𝑖𝑛 is
the mouse control display gain in degree per inch (DPI). We use
a tool to determine 𝐶𝐷𝑔𝑎𝑖𝑛 discussed in details in Section 3.2.2.
The delta motion (𝑑𝜃, 𝑑𝜑) is added to 𝑅0 , generating a new ray 𝑅1
(𝜃 + 𝑑𝜃, 𝜑 + 𝑑𝜑) that represents the cursor ray in the current frame
(Figure 3(b)).

3.1.2 Ray Cast. We cast the cursor ray 𝑅1 into the scene to find
whether it intersects with objects to be selected. If it hits any objects,
the cursor 𝑑𝑒𝑝𝑡ℎ is set to be the depth of the closest intersection.
Together with the cursor ray 𝑅1, the current cursor position𝑋 1

𝑐𝑢𝑟𝑠𝑜𝑟

can be computed based on 𝑅1 and the 𝑑𝑒𝑝𝑡ℎ. If the ray does not
intersect any objects, the cursor 𝑑𝑒𝑝𝑡ℎ will be interpolated based
on its natural neighbors of selectable objects in a Voronoi diagram.

𝑋 1
𝑐𝑢𝑟𝑠𝑜𝑟 = 𝑋𝑣𝑖𝑒𝑤 + 𝑅1 · 𝑑𝑒𝑝𝑡ℎ (2)

3.1.3 Cursor Depth Interpolation. This step provides the depth-
adaptation when the cursor ray 𝑅1 does not intersect with any
objects in the scene. We project 𝑅1 and selectable objects into the
camera view. A Voronoi diagram is created based on the projected
coordinates in 2D (e.g. 𝑃0 ∼ 𝑃4 in Figure 3(c) with 𝑃0 as the projected
cursor). The 𝑑𝑒𝑝𝑡ℎ of the cursor is computed based on its 𝑁 natural
neighbors in the Voronoi diagram (e.g. 𝑃2 ∼ 𝑃4 in Figure 3(c)). To
compute the cursor 𝑑𝑒𝑝𝑡ℎ, we apply the Laplacian interpolation
[10] as a weighted average of the neighbors’ depths, defined as
the Euclidean distance 𝑑 (𝑃𝑖 , 𝑋𝑣𝑖𝑒𝑤) between the 3D position of a
natural neighbor 𝑖 and viewpoint𝑋𝑣𝑖𝑒𝑤 , for all 𝑁 natural neighbors
of 𝑃0 in the Voronoi diagram:

𝑑𝑒𝑝𝑡ℎ =

𝑁∑
𝑖=1

𝜆𝑖 · 𝑑 (𝑃𝑖 , 𝑋𝑣𝑖𝑒𝑤) (3)

When computing the weighted average in equation 3, each
weight 𝜆𝑖 is determined based on the proximity between a neighbor
𝑃𝑖 and the cursor 𝑃0. The proximity metric 𝜆𝑖 is a ratio between the
length of the shared edge 𝜎𝑖 and the Euclidean distance 𝑑𝑖 between
𝑃0 and its neighbor 𝑃𝑖 in equation 4. We normalize 𝜆𝑖 for all 𝑁

neighbors to obtain the weight 𝜆𝑖 in the Laplacian interpolation.
The Laplacian interpolation results in linear continuity in 𝑑𝑒𝑝𝑡ℎ

when the cursor travels between objects. We chose the Laplacian
interpolation as it has been found to be more efficient compared to
others such as the Sibsonian approach for natural neighbor inter-
polation [32]. An example is shown in Figure 3 (c).

𝜆𝑖 =
𝜆𝑖∑𝑁
𝑗=1 𝜆 𝑗

, 𝜆𝑖 =
𝜎𝑖

𝑑 (𝑃𝑖 , 𝑃0)
(4)

3.2 CD Gain Tool
We use a theoretical model adapted from prior work [45] to analyti-
cally determine a usable range of CD gains based on the capabilities
of the mouse, HMDs, and object configurations. We first determine
the object configuration using a viewing model considering the
limitation of the human visual system and HMDs.

3.2.1 Viewing Model. The human visual system has limited acu-
ity to discern small details with precision. The minimum visual
angle for a visual stimulus to be distinguishable with human eyes
in normal vision is 1/60 deg, and 1/12 deg to be legible. In the vir-
tual world, the resolution of HMD places additional constraints
to display the smallest object (1 pixel), and a legible character (8
pixels), which can be converted into the angular size of 0.05 deg
and 0.37 deg respectively in an HMD with the resolution of 20.58
pixels per degree (PPD) such as an Oculus Quest 2 [67]. As we
aim to support desktop interfaces in HMDs, we choose the largest
constraint of 0.37 deg as the lower bound to ensure the objects are
legible in the virtual workspace. Note that this constraint can be
smaller with an HMD that has a higher resolution. For example,
a Hololens 2 with 46.5 PPD will can have a lower bound of 0.17
deg . The constraint of the angular size does not directly provide a
usable range of positions for us to render the objects in the scene.
The object configuration can be determined by a viewing model
from [45] based on the viewing distance 𝐷 , the angular distance 𝛼 ,
the target size𝑊 , and its angular size 𝛽 as shown in Figure 5 (Left):
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Figure 5: (Top) A viewing model adapted from prior work
[45] to determine the object configuration in VR based on
the viewing distance 𝐷 , the angular distance 𝛼 , the target
size𝑊 , and its angular size 𝛽 . (Bottom) An example of usable
ranges of object locations for a 2 cm object to be perceivable
(L1-2) or legible (L3-4) in HMDs. L1 and L3 are based on hu-
man vision capability while L2 and L4 are based on the specs
of Oculus Quest 2 [67]. Shaded regions are outside the field
of view of the HMD.We use the L4 region to determine loca-
tions for targets in the study.

tan−1 (tan(𝛼) + 𝑊

2𝐷
) − tan−1 (tan(𝛼) − 𝑊

2𝐷
) = 𝛽 (5)

This equation helps us to determine where we can safely render
an object with the size of𝑊 if we want the object to be perceivable
in an HMD. Using this equation, we show an example of simulated
results for a 2 cm object. In Figure 5 (Right), each colored region
represents a usable range of the angular distance 𝛼 and viewing
distance 𝐷 for a 2 cm (𝑊 ) target to be perceivable (L1-2) or legible
(L3-4) in an HMD with the specs of an Oculus Quest 2 [67]. Shaded
regions are outside the field of view. We use this viewing model
to design the objects in our user study and ensure objects within
the field of view are inside the usable range to be legible (i.e., red
region for 2 cm objects) in the experiment.

3.2.2 CD Gain Model. Prior work [13, 45] provides an approach to
compute a usable range of CD gains for input devices on 2D displays.

To adapt it for 3D displays, we convert the parameters into angular
coordinates so that the CD Gain of the mouse is described in degree
per inch (DPI) instead of the standard dots per inch (dpi). Similarly,
we describe the HMD display resolution in pixel per degree (PPD),
the maximum travel distance 𝐴𝑚𝑎𝑥 in degree, and the minimum
object size𝑊𝑚𝑖𝑛 in degree.

The lower bound 𝐶𝐷𝑚𝑖𝑛 is determined as the ratio between the
maximal angular travel distance 𝐴𝑚𝑎𝑥 of a cursor to select a target
in the VR space, and the maximal input operating range 𝑂𝑅 in the
physical space. When the CD gain of a device is lower than𝐶𝐷𝑚𝑖𝑛 ,
users need to clutch multiple times to move to a target:

𝐶𝐷𝑚𝑖𝑛 =
𝐴𝑚𝑎𝑥

𝑂𝑅
(6)

The upper bound 𝐶𝐷𝑚𝑎𝑥 is determined by both device preci-
sion 𝐶𝐷𝑞𝑚𝑎𝑥 and human hand precision 𝐶𝐷𝑙𝑚𝑎𝑥 . 𝐶𝐷𝑞𝑚𝑎𝑥 is the
upper bound based on the minimal input movement that can be
sensed to move the cursor by one pixel. It is defined as the ratio be-
tween the minimal display unit 𝑅𝑒𝑠ℎ𝑚𝑑 , determined by the display
resolution, and the minimal input movement that can be sensed
(𝑅𝑒𝑠𝑑𝑒𝑣𝑖𝑐𝑒 ).𝐶𝐷𝑙𝑚𝑎𝑥 is the upper bound based on the minimal input
movement that can be performed by human hands. It is the ratio
between the smallest target size𝑊𝑚𝑖𝑛 and the minimal human hand
input 𝑅𝑒𝑠ℎ𝑎𝑛𝑑 . When the CD gain of a device is greater than either
𝐶𝐷𝑞𝑚𝑎𝑥 or 𝐶𝐷𝑙𝑚𝑎𝑥 , some pixels become unreachable caused by
insufficient device precision or human precision.

𝐶𝐷𝑚𝑎𝑥 =𝑚𝑖𝑛(𝑅𝑒𝑠𝑑𝑒𝑣𝑖𝑐𝑒
𝑅𝑒𝑠ℎ𝑚𝑑︸     ︷︷     ︸
𝐶𝐷𝑞𝑚𝑎𝑥

,
𝑊𝑚𝑖𝑛

𝑅𝑒𝑠ℎ𝑎𝑛𝑑︸    ︷︷    ︸
𝐶𝐷𝑙𝑚𝑎𝑥

) (7)

Note that 𝐶𝐷𝑚𝑖𝑛 and 𝐶𝐷𝑚𝑎𝑥 are determined independently, in-
dicating the 𝐶𝐷𝑚𝑖𝑛 can be greater than 𝐶𝐷𝑚𝑎𝑥 . In this case, users
will encounter at least one of the clutching and precision problems
that should be avoided. Prior work [45] has found several input
devices are impractical to use with𝐶𝐷𝑚𝑖𝑛 greater than𝐶𝐷𝑚𝑎𝑥 and
required pointer acceleration as a solution in large displays.

We use these equations to compute the thresholds of CD gains for
a mouse and VR controllers in three HMDs commonly used in the
literature, including HTC Vive Pro, Oculus Quest 2, and Hololens
2 (Table 1). Calculations are based on a standard mouse with 1000
dots per inch (dpi), a maximal travel distance 𝐴𝑚𝑎𝑥 of 180 deg,
and a minimum target size𝑊𝑚𝑖𝑛 constrained by the resolutions of
HMDs to be legible with the minimum size of 8 pixels.

For the mouse in all three HMDs, we found 𝐶𝐷𝑚𝑖𝑛 smaller than
𝐶𝐷𝑚𝑎𝑥 . A constant CD gain can be determined within an interval
of [15.24, 76.39] in Vive Pro, [15.24, 48.59] in Quest 2, and [15.24,
21.50] in Hololens 2. Note that the interval is wider in an HMD
with a lower resolution as Vive Pro has the resolution of 13.09
PPD, Quest 2 has 20.58 PPD, and Hololens 2 has 46.51 PPD [67].
These intervals are based on an operating range of 30 cm. When the
mouse is operated in a much smaller space such as 10 cm, 𝐶𝐷𝑚𝑖𝑛

increases to 45.72. In this case, the range of CD gains shrinks as
[45.72, 76.39] in Vive Pro, and [45.72, 48.59] in Quest 2. If users
in Hololens 2 have a limited physical space of 10 cm to operate
the mouse, 𝐶𝐷𝑚𝑖𝑛 will be greater than 𝐶𝐷𝑚𝑎𝑥 and the pointer
acceleration should be considered in high resolution HMDs similar
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Device 𝑅𝑒𝑠𝑑𝑒𝑣𝑖𝑐𝑒 𝑅𝑒𝑠ℎ𝑎𝑛𝑑 OR 𝐶𝐷𝑚𝑖𝑛 𝐶𝐷𝑚𝑎𝑥 (𝑞𝑚𝑎𝑥 , 𝑙𝑚𝑎𝑥 )

HTC Vive Pro Oculus Quest 2 Hololens 2

Mouse 1000 dpi 0.2 mm [1, 13] 30 cm [13] 15.24 76.39 (76.39, 77.62) 48.59 (48.59, 49.37) 21.50 (21.50, 21.84)
VR controller 0.17 deg [2] 0.53 deg [45] 180 deg 1.0 0.45 (0.45, 1.15) 0.29 (0.29, 0.73) 0.13 (0.13, 0.32)

Table 1: CD gain thresholds for a mouse and VR controllers for three common HMDs. Results are based on a standard mouse
with the resolution of 1000 dots per inch (dpi), a maximal travel distance 𝐴𝑚𝑎𝑥 of 180 deg, and a minimum target size𝑊𝑚𝑖𝑛

constrained by the resolutions of HMDs to be legible with theminimum size of 8 pixels. For a mouse in all three HMDs,𝐶𝐷𝑚𝑖𝑛

is smaller than𝐶𝐷𝑚𝑎𝑥 . A constant CD gain can be chosen between 15.24 and 76.39 in Vive Pro, and between 15.24 and 48.59 in
Quest 2, and between 15.24 and 21.50 in Hololens 2.𝐶𝐷𝑚𝑖𝑛 of VR controllers is greater than𝐶𝐷𝑚𝑎𝑥 , indicating the insufficient
precision for VR controllers to select a minimum size of 8 pixels in the HMDs. We use the results of the mouse in Quest 2 to
determine the CD gain for the mouse-based pointing techniques evaluated in our experiment.

to Hololens 2. Therefore, determining the mouse’s CD gain depends
on the operating range of the users’ physical environment.

As a reference, we also computed the thresholds of CD gains
for VR controllers. Similar to prior work in large display environ-
ment [45], we found 𝐶𝐷𝑚𝑖𝑛 greater than 𝐶𝐷𝑚𝑎𝑥 , indicating the
insufficient precision for VR controllers to select a minimum target
size of 8 pixels in all three HMDs. Although Hololens 2 uses midair
gestures rather than VR controllers for selection, we assume the VR
controllers’ tracking precision of 0.17 deg [2] would be an optimistic
estimate for the hand-tracking in Hololens 2. In all three HMDs,
𝐶𝐷𝑞𝑚𝑎𝑥 is the bottleneck causing 𝐶𝐷𝑚𝑎𝑥 lower than 𝐶𝐷𝑚𝑖𝑛 , indi-
cating the insufficient tracking precision of VR controllers. While it
is possible to use high fidelity tracking such as motion caption sys-
tems with a higher 𝑅𝑒𝑠𝑑𝑒𝑣𝑖𝑐𝑒 to make 𝐶𝐷𝑞𝑚𝑎𝑥 larger than 𝐶𝐷𝑚𝑖𝑛 ,
the 𝐶𝐷𝑙𝑚𝑎𝑥 caused by the human hand tremors will still be a prob-
lem with a value of 0.73 (Quest 2) and 0.32 (Hololens 2) lower than
𝐶𝐷𝑚𝑖𝑛 , showing insufficient precision of human hands to select a
minimum size of 8 pixels with VR controllers.

4 EXPERIMENTAL EVALUATION
We conducted a user study comparing the Depth-Adaptive Cursor to
the Perspective Cursor [44] to validate the effectiveness of Depth-
Adaptive Cursor in two tasks, including a 3D pointing task and a
data analysis task. We used the 3D pointing task to evaluate the
efficiency and accuracy of Depth-Adaptive Cursor in a controlled
environment, and used the data analysis task to evaluate the utility
in a more natural and ecologically valid context. Together the two
tasks help us to investigate the effectiveness and understand the
perceived characteristics of Depth-Adaptive Cursor .

4.1 Pointing Techniques
The primary independent variable used in both tasks is the point-
ing Technique with two levels: Depth-Adaptive Cursor (DAC) and
Perspective Cursor (PC). Both DAC and PC are applied to a regular
desktop mouse. In both cases, we dynamically resize the cursors
based on the depth to ensure that they have a constant angular
size. Both DAC and PC move continuously in the same way in
the horizontal and vertical dimensions, controlled by the mouse’s
2 DoF movement. The only difference between DAC and PC is
the depth-adaptation. Depth-Adaptive Cursor automatically adapts

to the depths of the objects nearby and moves continuously in
the depth dimension (Figure 13 blue line). Perspective Cursor does
not adapt to the depths of the objects nearby and therefore snaps
onto an object depthwise upon entering it. When travelling in an
object-less space, it keeps the depth of the previously selected object
(Figure 13 orange line).

4.2 Participants and Procedure
We recruited 16 remote participants (all males) between 19 and 51
years old (averaged 38.3 years) fromwithin Autodesk. Each compen-
sated with a $25 gift card. All participants are knowledge workers
with typical computer-based roles. All but one were right-handed.
All participants had VR experience, with a mean self-reported ex-
pertise of 2.9 on a 1-4 scale, and all participants frequently used
mice. Participants used their own VR devices (Oculus Quest 2) and a
Bluetooth mouse to run the study application, which was developed
in Unity. Two participants used Logitech MX master and one used
Microsoft Precision Mouse. The remaining 13 participants were
provided with a Logitech M720 mouse to use in the study. All mice
were set to the resolution of 1000 dpi in the study. The study used a
within-subject design so that each participant performed two tasks
using DAC and PC. The order of Technique was counter-balanced.

The study was conducted remotely in participants’ home offices
and supervised by an experimenter via a video conference call.
Participants filled out a consent form after verbal explanations of
the study. Theywere guided to set up the experimental environment
by removing obstacles on their desk and take a seated position
that they felt comfortable in and had enough space (30 cm x 30
cm) to operate the mouse, which gave them ±15 cm to move the
mouse horizontally and vertically. Considering their hands might
deviate from the center during the study, we took a conservative
estimate of 12 cm as the operating range, resulting in a 𝐶𝐷𝑚𝑖𝑛 of
38 and a 𝐶𝐷𝑚𝑎𝑥 of 48.59 based on Equation 6 and 7. Within this
range, we choose a constant CD gain of 38 DPI applied to both
DAC and PC to ensure users can select a minimum size of 8 pixels
(0.37 deg in Quest 2) without the need of clutching in an operating
range of 12 cm. Then they started to conduct the 3D pointing
task. At the end of the 3D pointing task per Technique , they filled
in a usability questionnaire and a NASA TLX questionnaire [28].
Then they proceeded to the data analysis task and conducted the
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Figure 6: Setup of the 3D Pointing Task: (a) The task is to
select an origin 2D target (a square on a 2D plane) and then
again in a destination 3D target (a blue sphere in a 3D space).
We use the combination of 2D and 3D targets to represent
the hybrid layout of a virtual workspace with both 2D and
3D content. (b) shows the placement of the 3D targets varied
in Index of Difficulties with three sizes: 0.02 m, 0.04 m, and
0.06 m. Targets vary in distances and are evenly distributed
at the depth of 0.6m, 1.2m, 1.5m, and 1.8m. Their directions
are randomly generated from a spherical grid (c).

task per Technique . Once they completed the data analysis task,
they completed a demographic questionnaire followed by a short
semi-structured interview. They were asked if they were able to
notice any difference between the techniques, as well as about their
preference between techniques. It took approximately 15 minutes
to complete the 3D pointing task and data analysis task respectively,
with approximately 40 minutes in total for the study.

4.3 Data Analysis
We conducted a repeated-measures ANOVA with significance val-
ues reported in brackets for 𝑝 < .05(∗), 𝑝 < .01(∗∗), and 𝑝 <

.001(∗ ∗ ∗) respectively. Effect sizes are reported as partial eta
squared (𝜂2𝑝 ). Numbers in brackets indicatemean (𝑀), median (𝑀𝑒𝑑),
and standard error (𝑆𝐸) for each respective measurement. When
the assumption of sphericity was violated, we applied Greenhouse-
Geisser correction. The post-hoc analysis was conducted using
pairwise t-tests with Bonferroni corrections. When the assumption
of normality is violated, we used a non-parametric alternative of the
Wilcoxon signed-rank test to compare the two levels of Technique .

4.4 Experiment 1: 3D Pointing Task
4.4.1 Design. To simulate the pointing in a virtual workspace
which has 2D windows and 3D objects (Figure 1), we designed
an experimental task that required users to toggle between a 2D
plane and 3D objects. Participants were instructed to click on an

origin 2D target (a blue square on a 2D plane) and then again in
a destination 3D target (a blue sphere in the 3D space) as fast as
possible without sacrificing accuracy (Figure 6 (a)). Participants
first saw the 2D target highlight in blue. After they clicked on it,
the 3D target would highlight in blue with a semi-transparent line
connecting to the origin 2D target. They followed the line to select
the destination 3D target. The line is provided to minimize the
searching time as it could be difficult to find and select a small tar-
get in VR’s large display space. When a 3D target was not selected
after 10 seconds, the trial would time out with a visual notification
and the next trial of the origin 2D target would appear.

Participants were given 5 practice trials per Technique with the
same configuration as the formal trials. They practiced until they
felt comfortable to proceed. In the formal session, there were 24
pairs of 2D/3D targets. 2D targets were 0.015 m squares (represent-
ing buttons or icons in the desktop applications) randomly placed
on a plane (1 m x 0.6 m) that is 0.9 m away from the view. The
directions of 3D targets were randomly generated on a spherical
grid (Figure 6 (c)) with 20-degree horizontal and 10-degree vertical
intervals. Their depths were evenly distributed at 0.6 m, 1.2 m, 1.5
m, and 1.8 m. There are always 8 small (0.02 m), 8 medium (0.04
m), and 8 large (0.06 m) targets. Each target represents a unique
Index of Difficulty (ID) with a different target distance ranging from
0.36 m to 3.12 m generated randomly based on the position of 2D
and 3D target and was repeated three times (Figure 6 (b)). To avoid
memorization from repetition, we divided the three repetitions into
three blocks and randomized the sequence of targets in each block.
Participants took a break between blocks to mitigate fatigue. Each
participant completed a total of 72 (24 x 3) formal trials per tech-
nique that yielded a total of 144 trials. For each (non-timeout) trial,
we recorded the completion Time to click inside the 3D target. We
also recorded the hit/miss information to compute the Error Rate as
the ratio between the number of clicks outside targets and the total
number of clicks. We collected subjective feedback using a usability
questionnaire and a NASA TLX questionnaire [28] per Technique .

4.4.2 Results. The data on Time and Error Rate included only non-
timeout trials (2266 of 2304 total trials, or 98.4%). Questionnaire
data was analyzed from all participants.

Time. Data on completion time did not meet the assumption of
sphericity. A repeated measures three-way ANOVA (2 Technique x
3 Target Size x 4 Target Depth ) with Greenhouse–Geisser correction
was performed. We found main effects (Figure 7) for completion
time of Technique (𝐹 (1, 15) = 57.52, 𝑝 < .001, 𝜂2𝑝 = 0.793), Tar-
get Size (𝐹 (1.46, 21.9) = 131.32, 𝑝 < .001, 𝜂2𝑝 = 0.897), and Target
Depth (𝐹 (1.69, 25.39) = 86.12, 𝑝 < .001, 𝜂2𝑝 = 0.852). Themean com-
pletion time for DAC (𝑀 = 1.872𝑠, 𝑆𝐸 = 0.048𝑠) was 21.21% lower
(***) than PC (𝑀 = 2.376𝑠, 𝑆𝐸 = 0.060𝑠). We found two-way inter-
action effects of Technique x Target Size (𝐹 (1.64, 24.61) = 19.4, 𝑝 <

.001, 𝜂2𝑝 = 0.564), Technique x Target Depth (𝐹 (1.72, 25.86) = 24.52, 𝑝 <

.001, 𝜂2𝑝 = 0.620), and Technique x Target Size (𝐹 (3.27, 49.02) =

17.47, 𝑝 < .001, 𝜂2𝑝 = 0.538). We found a three-way interaction
effect of Technique x Target Size x Target Depth (𝐹 (3.21, 48.14) =
6.13, 𝑝 = .001, 𝜂2𝑝 = 0.290), however given the relatively small
effect size this interaction is not further analyzed.



CHI ’22, April 29-May 5, 2022, New Orleans, LA, USA Zhou, Fitzmaurice, and Anderson.

Figure 7: The main effects for 3D targets completion time
in the 3D Pointing Task. Boxplots show the main effect
(𝑝 < .001) on (a) Technique , (b) Target Depth , and (c) Target
Size . Each dot represents themean completion time for each
participant. The mean completion time for DAC was 21.21%
lower than PC.

A post-hoc analysis of the main effect Target Depth and Target
Size using paired t-test with Bonferroni corrections shows signifi-
cant differences (***) between all four depths (Figure 7 (b)), as well
as between all three sizes (Figure 7 (c)). A post-hoc analysis of the
two-way interaction effect Technique x Target Depth (Figure 8 (a))
shows significant differences between DAC and PC when Target
Depth is 1.2 m (𝑡 = −3.555, 𝑝 < 0.05), 1.5 m (𝑡 = −8.471, 𝑝 < 0.001),
and 1.8 m (𝑡 = −6.077, 𝑝 < 0.01). It shows significant differences
(**, ***) with PC between all four depths, except for the compari-
son between 1.5 m and 1.8 m. It also shows significant differences
(***) with DAC between 1.8 m and all three other depths. A post-
hoc analysis of the two-way interaction effect Technique x Target
Size (Figure 8 (b)) shows significant differences between DAC and
PC when Target Size is 0.02 m (𝑡 = −5.155, 𝑝 = 0.001), 0.04 m
(𝑡 = −7.314, 𝑝 < 0.001), and 0.06 m (𝑡 = −6.326, 𝑝 < 0.001). It also
shows significant differences (**, ***) between all three sizes with
DAC and PC respectively. These interaction effects indicate that
DAC and PC were affected differently by Target Size and Target
Depth , with DAC enabling faster selections for targets that were
farther away and smaller (Figure 8).

Error Rate. Data on Error Rate did not meet the assumption of
normality. Wilcoxon signed-rank test was performed. There was a
significant difference between levels of Technique (𝑊 = 119, 𝑝 <

Figure 8: The interaction effects for 3D targets completion
time in the 3D Pointing Task. Line graphs show the two-way
interaction effects (𝑝 < .001) of (a) Technique x Target Depth and
(b) Technique x Target Size . Error bars represent 95% confidence
intervals. The interaction effects show that DAC is less in-
fluenced by Target Depth and Target Size compared to PC and
enables faster selections for small and distant targets.

.01). The median Error Rate for DAC (𝑀𝑒𝑑 = 7.09%, 𝑆𝐸 = 1.14%)
was 48.25% lower (**) than PC (𝑀𝑒𝑑 = 13.7%, 𝑆𝐸 = 5.36%).

Questionnaire. A Wilcoxon signed-rank test was performed,
and the results from the usability questionnaire (Figure 10 (a))
showed a significant difference between techniques for efficiency
(𝑊 = 66.0, 𝑝 < .01), consistency (𝑊 = 52.5, 𝑝 < .05), comfort (𝑊 =

55.0, 𝑝 < .01), and easiness on small objects (𝑊 = 131.5, 𝑝 < .001)
and distant objects (𝑊 = 134.0, 𝑝 < .001), but not for sensitivity
(𝑊 = 27.0, 𝑝 = .608). Results from the NASA TLX questionnaire
(Figure 10 (b)) showed significant difference for mental demand
(𝑊 = 90.5, 𝑝 < .05), physical demand (𝑊 = 81.0, 𝑝 < .05), effort
(𝑊 = 115.0, 𝑝 < .01), performance (𝑊 = 105.0, 𝑝 = .001), and
frustration (𝑊 = 96.0, 𝑝 < .01), but not for temporal demand
(𝑊 = 62.5, 𝑝 = .548).

4.5 Experiment 2: Data Analysis Task
4.5.1 Design. We used a representative data analysis task to eval-
uate the utility of DAC in a natural and ecologically valid context
as compared to the controlled pointing study. The task is adapted
from prior work [34] that required users to analyze 3D scatter
points data in a virtual workspace. The task was to choose three
soccer players from 50 players in the EA Sports FIFA players dataset
(sofifa.com), including a striker superior in attacking, a defender
superior in defending, and a midfielder balanced between attack-
ing and defending. A limited budget is provided together with the
wages, the attacking scores, and the defending scores of players.
We use a sphere to represent a player plotted in three dimensions
of the wage, attacking and defending score (Figure 9 (b)). Similar
to [34], we provided a 2D bar chart of player types. Users clicked
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Figure 9: Setup of the Data Analysis Task: the task is to select three soccer players (a striker, a midfielder, and a defender) with
a limited budget and corresponding requirements on players’ attacking and defending scores. (b) Each player is represented as
a sphere scattered in three dimensions of the wage, attacking and defending score. Selecting a sphere shows the player’s specs
in a control panel and a line linked to the player’s role in a bar chart. (a) Users can also select a bar to highlight all players
in the same role linked to the bar. (c) Users can add or remove their answers before submitting them. (d) Results of error rate
with DAC and PC.

on the sphere to highlight and link to the bar (Figure 9 (b)). They
could also click on the bar chart to highlight a type of player in
the scatterplot linked to the bar (Figure 9 (a)). They previewed and
added the currently selected player in a 2D control panel with a
budget balance calculated based on their choices (Figure 9 (c)). They
could also remove existing choices and submit the answer in the
control panel. They completed the task when their choice of the
striker, the defender, and the midfielder with the attacking score,
the defending score, and both the attacking and defending score
were above required thresholds. The values of thresholds were hid-
den from the users. We designed the task to encourage frequent
toggling between the 2D and 3D objects by clicking on the spheres,
the bar chart and the control panel. Before the task per Technique ,
participants were provided with an instruction page explaining the
task and were told that they would not be timed (Figure 9 (b)). To
prevent them from memorizing the layout and answers that would
trivialize the task, we used the 1-50 top players dataset (Figure 9
(b)) the first technique and the 50-100 top players dataset for the
second technique with a limited budget depending on the order of
techniques. Each player is represented as a 0.08 m sphere placed
in a coordinate system shown in Figure 9 (b). Participants could
submit their answers multiple times. For each Technique condition,
we recorded the hit and miss information to compute the ratio
(Error Rate) between the number of clicks outside any clickable
objects (bars, buttons, and spheres) and the total number of clicks.

4.5.2 Results. Data on Error Rate did not meet the assumption
of normality. Wilcoxon signed-rank test was performed. Results
are shown in Figure 9 (d). We did not find a significant difference
(𝑊 = 76.0, 𝑝 = .379) between DAC (𝑀𝑒𝑑 = 3.37%, 𝑆𝐸 = 1.02%) and
PC (𝑀𝑒𝑑 = 3.13%, 𝑆𝐸 = 0.81%).

Overall, 15 of 16 participants preferred DAC over PC based on
their experience in both tasks in the post-study interview. They
reported DAC was easy (9), natural (3), comfortable (2), predictable
(1), and enjoyable (1) to use. In the 3D pointing task, all participants
agreed that there was a noticeable difference between DAC and PC.
11 of them mentioned they performed better in DAC. In the data
analysis task, most participants (13 of 16) did not notice any differ-
ence between DAC and PC. 6 of them explained they concentrated
on analyzing the data and did not even notice that the techniques
have changed in the two conditions.

5 DISCUSSION
Through the evaluation of Depth-Adaptive Cursor across two tasks,
we have found that it can achieve a significant reduction in error,
workload, and time spent in 3D target selection. While we observed
the performance gains in the 3D pointing task, we did not find
improvement in the data analysis task.

5.1 Small and Distant Objects
Our results show that it is more difficult to select small and distant
objects without depth-adaptation in the 3D pointing task. In the
questionnaire, participants rated it significantly more difficult to
select small and far objects in PC than DAC (Figure 10 (a)). In
the interview, 9 of 16 participants provided similar comments, for
instance: “(P5) it felt much harder to select things, especially when
they were far away and small”, and “(P16) it was a lot harder to
get far away objects”. To select difficult targets, they took different
strategies by closing one eye (3), moving the head (3), or wiggling
the mouse (2) until the cursor aligns with the target. Three of
them further mentioned experiencing double vision when using PC,
indicating the diplopia problem. Without depth-adaptation, users
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Figure 10: (a) Participants’ rates on the usability of DAC and
PC from -2 “Strongly Disagree” to 2 “Strongly Agree”. They
reported answers on the easiness to select far objects (***),
the easiness to select small objects (***), the efficiency (**),
the comfort (**), the consistency of the control compared to
a desktopmouse (*), and the perceived sensitivity of the con-
trol. (b) Participants’ answers on the perceived workload in
the NASA TLX questionnaire. (c) The completion Time for
2D and 3D targets in the 3D pointing task. The performance
on 3D targets in DAC is more consistent to the 2D targets
group compared to PC.

need to carefully align the cursor, target, and viewpoint on the same
line to select the target. The diplopia problem makes it difficult to
select small and distant targets with PC.

To understand the difficulty of selecting small and distant tar-
gets, we used Fitts’ law as a predictive model on the Index of
Difficulty (ID). We used the Shannon formulation of Fitts’ law
(𝑀𝑇 = 𝑎 + 𝑏 · 𝑙𝑜𝑔2 (𝐴/𝑊 + 1)) with angular measures (angular
sizes and distances) as they have been found to perform better than
their linear counterparts [31, 50]. We found that the difference in
completion time between DAC and PC is larger on objects with
high IDs (Figure 11). The correlations (𝑅2) of regression for DAC
and PC are 0.82 and 0.78, which are relatively lower than 0.9 in other
studies [60] using standard methods. One possible explanation is
the visual search time. While we provided a line pointing to the 3D
target to minimize the search time, it still required participants to
rotate the head to find the target, introducing additional time to
determine what to select. Another potential factor is the diplopia
problem in PC. As participants needed to carefully align the cursor,

Figure 11: Fitts’ law regression lines for DAC and PC in the
3D pointing task. The difference in Time between DAC and
PC is larger on objects with high IDs. Error bars represent
the standard error for all participants.

target, and viewpoint on the same line for the selection, it would re-
quire extra time to wiggle the mouse until the cursor snapped onto
the object, which could potentially explain the lower correction in
PC (0.78) than in DAC (0.82), particularly on targets with high IDs
that appear to deviate more from the regression line compared to
others with low IDs in PC (orange line in Figure 11).

Similar to the completion time, the difference in accuracy is more
evident on small targets with large depths. To understand its effect
on accuracy, we normalized all targets and their associated clicks
collected in the 3D pointing task into angular measures for DAC
and PC respectively. Selections (red dots in Figure 12) inside the
normalized target (green circle in Figure 12) are successful selections
while selections outside the target are misses. Comparing Figure 12
(Left) and (Right), the effect of target size and depth appears to be
more evident in PC than DAC with more erroneous selections for
small and distant targets.

The superiority of Depth-Adaptive Cursor on high ID targets
could potentially explain the task-related performance. Our quan-
titative results show that DAC significantly reduced error in the
3D pointing task, but not in the data analysis task. Similarly in the
interview, while all participants reported noticeable differences be-
tween DAC and PC in the 3D pointing task, 13 of 16 participants did
not even notice any difference in the data analysis task. The diver-
gent results could be caused by different target configurations. We
collected 1385 selections in the data analysis task with 37% of them
performed on 2D selectables (buttons and bars in 2D windows).
Since the two techniques work in the same way on 2D targets, we
assume the performance difference is less observable in the data
analysis task compared to the 3D pointing task. Additionally, the
3D targets in the data analysis task are also easier to select with
lower target IDs. In the 3D pointing task, we used small 3D targets
(0.02 m, 0.04 m, and 0.06 m) scattered in space, resulting in a range
of IDs from 2 to 8 bits (Figure 11). In the data analysis task, we used
larger 3D targets (0.08 m) confined in a limited space. The mean
ID of all selections collected in the data analysis task is 2.66 bits
ranging from 0.27 to 5.25 bits. This indicates that depth-adaptation
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Figure 12: Normalized angular error for all selections collected in the 3D pointing task with (Left) DAC and (Right) PC. Each
selection is represented as a red dot and the target is represented as a green circle in a normalized angular coordinate frame
with the left and right half denoted as the undershooting and overshooting area respectively. Selections outside the target
are erroneous clicks. These erroneous selections appear to be more scattered with higher angular error in PC than DAC,
particularly at the lower right corner of the grid as Target Depth increases and Target Size decreases, indicating the effects of
Target Size and Target Depth are more evident in PC than DAC by having more erroneous selections for small and distant targets.

would be important for applications that require precise selection
of high ID objects, but may not be critical in tasks with impre-
cise selection. In practice, it is not common to see objects as small
as 0.02 m in the state-of-the-art virtual desktop applications [16]
that usually enlarge UI elements (buttons, toggles etc) for the ease
of selection, possibly constrained by limited display resolutions.
Therefore, applying the Perspective Cursor would be sufficient for
current VR workspace applications, while depth-adaptation would
be important for applications on high resolution HMDs that require
precise selection of small objects.

5.2 Consistency with the Desktop Mouse
We found participants rated the consistency with desktop mouse
positively in DAC over PC (Figure 10 (a)) . In the interview, most
participants (9 of 16) commented positively on the depth-adaptation
behavior of DAC, for instance: “(P16) it was just like using the mouse
normally”, “(P10) it kind of went in front of it (the object) and just
automatically worked on it”, and “(P4) it felt much more like gliding
with my two-dimensional movements to three-dimensional space
because I sort of have this depth perception”. There are also three
participants commenting negatively on the depth-adaptation. P1
felt fatigued: “I had to keep on wiggling my hand with the mouse, I
can see my hands getting tired at some point ”. P2 found it slow to

use: “I feel like I was probably slower because I had to slow down at
the end to get into the right position”. P13 found it irritating when
the cursor automatically moved depth-wise: “It has mouse moving
depth-wise, which is irritating a bit”. We also collected participants’
performance on the 2D targets as a reference to their performance
on the 3D targets. It is not surprising to see a similar performance
on 2D targets with DAC and PC (Figure 10 (c)) as the two techniques
work in the same way on 2D targets. The completion time of 3D
targets in DAC is more consistent with the performance of the
2D targets group compared to PC. Overall, DAC provides better
performance consistency between the 2D and 3D content than PC,
and most participants liked its depth-adaptation.

The questionnaire result also shows participants’ ratings on the
sensitivity of the cursors in the study compared to a regular desk-
top cursor (Figure 10 (a)). While there is no significant difference
between the sensitivity of DAC and PC, the results tend to skew to-
wards low overall, indicating that participants might prefer a higher
CD gain. We used a constant CD gain of 38 DPI for all participants
in a controlled study. In practice, users should be able to adjust its
sensitivity in the usable range calculated from Table 1 based on
their preferences. They can also use the usable range for pointer
acceleration as prior studies [12, 14] have found that varying the
CD gain based on input velocity improved user performance over
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Figure 13: Different depth transition functions, including
the step function in PC (orange dot line) with a snapping
visual cuewhen hitting the target, the linear transition func-
tion in DAC (blue dash line) adapting linearly, and other
depth functions that adapt to the depths of objects nearby.

constant CD gain in the desktop environment. In our work we used
a constant CD gain, as prior work [52] has not found a significant
improvement of using pointer acceleration in VR. However the
study was designed for 2D pointing in VR with results contradict-
ing previous findings in the desktop environment [12, 14]. Future
experiments are required to compare pointer acceleration functions
to constant CD gains for 3D pointing in VR.

5.3 Snapping Visual Cue
While most participants (9 of 16) commented negatively on PC,
there are two participants mentioned that they liked the snapping
behavior of PC because it provides a transitional visual cue indi-
cating that the cursor is at the right spot ready to select: “(P1) it
already tells me that I can click now”, and “(P2) there was this one
point where there were like two circles really close to each other. If I
was at a certain position close to it, the cursor would go there. I think
in that situation it helped.” Participants might take the snapping
visual cue as an indicator for target selection. This could potentially
explain PC’s large variation of Error Rate in the 3D pointing task.
Participants who used the visual cue would select targets once the
cursor snapped onto the object, resulting in low Error Rate , while
participants who did not use the cue made erroneous selections to
get one-click hitting on the object. While this can be explained as a
result of the speed-accuracy trade-off, we did not observe a similar
large variation in DAC. Therefore we speculate the snapping visual
cue of PC might contribute to the performance difference. Similarly
in the data analysis task, Error Rate was even slightly lower in PC
than DAC (Figure 9 (d)). There were four participants who made
no erroneous selection in PC compared to two in DAC, indicating
the snapping visual cue might be helpful to distinguish objects that
are close to each other and varied in depth. The snapping visual
cue can be used as an indicator of a cursor at a spot ready to select.

It should be noted that the snapping visual cue and DAC are
not mutually exclusive. The depth-adaptation to the objects nearby
does not have to be linear. We used the Laplacian interpolation
that creates a linear transition between objects (blue dashed line
in Figure 13). We used a step function in PC (orange dot line in

Figure 13) that makes the cursor snapping onto the object once the
cursor reaches the object. Combining the step and linear function
creates a hybrid transition between targets (black solid line in
Figure 13) that can adapt to the targets nearby to avoid the diplopia
problem while providing the snapping visual cue once the cursor is
sufficiently close to the target. Reducing the linear transition in the
hybrid approach leads to the nearest neighbor depth-adaptation
(green dash-dot line in Figure 13), making it possible to integrate
with Bubble Cursor [24] that used the nearest target to resize the
cursor’s activation area to enhance target acquisition. There are a lot
of possibilities for the depth-adaptation functions. While our work
evaluated the linear transition, we hope future studies comparing
different functions can find the optimal depth-adaptation function
depending on different use cases.

5.4 Depth Map and AR HMDs
We generated the Voronoi diagram based on object center positions
to interpolate the cursor depth. In practice, vertices on an object
may have different depths relative to the viewpoint. Therefore, we
used a simplified approach that takes the object center rather than
its vertices. It works well with the small spheres used in our study.
However, it should be noted that this approach will not provide
depth continuity on objects with vertices that are varied in depth.
Using the object center rather than the closest vertex to compute
the cursor depth will cause the cursor to snap on its entry point to
the object (Figure 14 (a)). Depending on the depth difference and
the object’s visible size, this may re-surface the diplopia problem.
For future work, we suggest using a depth map from the viewpoint
to interpolate the cursor depth based on its potential entry point
(the closest vertex) on each object (Figure 14 (b)).

In particular, the depth map can be useful for AR applications
with a combination of physical and virtual objects that are varied
in depth. A depth map with both virtual objects and physical sur-
roundings can be used to interpolate the cursor depth so that the
cursor can adapt to the selectable objects as well as the physical
environment. The mouse cursor can also be used to interact with
physical objects detected by AR HMDs such as adjusting speaker
volume or turning on a light. We expect similar findings in AR
HMDs that Depth-Adaptive Cursor can help users to precisely select
small and distant objects. Future studies are required to investigate
the characteristics of the mouse cursor in the AR workspace.

6 LIMITATIONS AND FUTUREWORK
In our study, we designed a 3D pointing task that encouraged
users to alternate between a 2D and 3D target. We did not use
the multi-directional tapping test (ISO 9241-9) in a circular setup
[60] as we found it difficult to represent the typical use of the VR
workspace which usually has 2D windows and 3D objects and
therefore requires users to alternate between them. However, we
acknowledge that our customized 3D pointing task makes it difficult
to directly compare the results with other studies that used the
standardized protocol. Therefore, we suggest that future work adapt
a standardized method to include the alternation between 2D and
3D targets while preserving the capability to compare with other
studies, such as placing half of the circular targets on a plane as
2D targets and the others in space as 3D targets. While we used a
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Figure 14: We suggest using the depth of closest point on
an object as a prediction of the entry point to interpolate
the cursor depth rather than the object center. (a) shows the
depth difference between the center and closest point on a
slant board varied in depth. Using the object center rather
than the closest point to interpolate the cursor depth will
cause the cursor to snap on its entry point to the board. (b)
It can be avoided by finding the closest point for each object
with a depth map from the viewpoint and using the closest
points to interpolate the cursor depth.

different task setup, we did not observe participants performing
extremely in the speed-accuracy tradeoff with the error rates of
7.1% (DAC) and 13.7% (PC), which are comparable to the error
rate of about 10% in EZCursorVR [53] in the near depth that used
standardized method for 2D pointing in VR. Future work with a
standardized protocol adapted for the virtual workspace will be able
to provide the throughput metric insensitive to the speed-accuracy
tradeoff, which would facilitate comparison with other studies.

As we recruited existing HMD owners as participants, and a
significantly greater proportion of HMD owners [29] are male, our
participants were all male resulting in limited generalizability for
all genders. Future work is required to investigate the potential
effect of gender.

Prior work has found the desktop mouse to be less efficient in 3D
manipulation tasks with high DoFs [7]. While our work focuses on
selection, it would be interesting to explore how depth-adaptation
applies to manipulation tasks such as translation and docking tasks.
While it is possible to bring the standard 3D widgets from desktop
to VR, it will be more interesting to investigate combined input
modalities such as combining the mouse with mid-air gestures and
eye-gaze so that the spatial input provides high DoFs while the
mouse complements with stability and precision.

Our studies found that Depth-Adaptive Cursor enhances target
selection with significant performance improvement over Perspec-
tive Cursor . It is most effective on small and distant targets. It is
unclear how these findings apply to actual user interfaces in the

VR workspace. For future work, it would be interesting to evaluate
it for target layouts resembling user interfaces of representative
applications such as 3D modelling (Figure 1). While we evaluated
Depth-Adaptive Cursor with static objects, it would be interesting
to see how it works with dynamic objects that moving in the 3D
scene. Adapting to the moving objects will cause the cursor moving
depth-wise, which will potentially affect users’ performance.

7 CONCLUSION
With the increasing viability and appeal of conducting desktop
knowledge work in VR, we examined the challenges of integrating
a desktop mouse into the virtual workspace. These challenges in-
clude the diplopia, perspective, and sensitivity problem. To address
these problems, we presented Depth-Adaptive Cursor , a 2D-mouse
driven pointing technique for 3D objects with depth adaptation that
continuously interpolates the cursor depth by inferring what users
intend to select based on the cursor position, the viewpoint, and
the selectable objects. It provides a control mechanism consistent
with a regular desktop mouse. We also proposed a CD gain tool
to compute a usable range of CD gains for general mouse-based
pointing in VR HMDs. We conducted a user study to investigate the
effectiveness of the depth-adaptation by comparing Depth-Adaptive
Cursor to Perspective Cursor for 3D target selection in VR. Results
showed that Depth-Adaptive Cursor significantly outperformed Per-
spective Cursor for target selection that requires high precision with
reduced error, time, and workload. Together, our work investigated
mice in-depth and explored the feasibility of integrating a desktop
mouse into VR to support productive knowledge work.
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